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Preface

With more and more data centers being virtualized using its technologies, VMware is still
the undisputed leader in providing virtualization solutions ranging from server
virtualization to storage and network virtualization. Despite the efforts from Citrix and
Microsoft, VMware's vSphere product line is still the most feature-rich and futuristic in the
virtualization industry. Knowing how to install and configure the latest vSphere
components is important to give yourself a head start toward virtualization using VMware.
This book covers the installation and upgrade of the vSphere environment and also the
administration tasks that one would commonly need to handle when managing a VMware
infrastructure.

VMware vSphere 6.5 Cookbook is a task-oriented, fast-paced, practical guide to installing
and configuring vSphere 6.5 components. It will take you through all of the steps required
to accomplish various configuration tasks with less reading. Most of the tasks are
accompanied by relevant screenshots and flowcharts with the intention to provide visual
guidance as well. The book concentrates more on the actual task rather than the theory
around it, making it easier to understand what is really needed to achieve the task.
However, most of the concepts have been well-described to help you understand the
background and working.

Who this book is for

This book is for anyone who wants to learn how to install and configure VMware vSphere
components. It is an excellent handbook for administrators or for anyone looking for a head
start in learning how to upgrade, install, and configure vSphere 6.5 components. It is also a
good task-oriented reference guide for consultants who design and deploy vSphere.

What this book covers

Chapter 1, Upgrading to vSphere 6.5, will teach you how to upgrade your existing
environment to the vSphere 6.5, and you will also learn how to migrate vCenter running on
Windows to appliance.

Chapter 2, Greenfield Deployment of vSphere 6.5, will show you how to perform a fresh
deployment of VCSA 6.5 and installation of ESXi 6.5. You will also learn how to deploy
External Platform Services Controller.
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Chapter 3, Using vSphere Host Profiles, will show you how to use Host Profiles to push a
configuration change, performing host customizations, remediating noncompliant hosts.
You will also learn how to copy settings between host profiles.

Chapter 4, Using ESXi Image Builder, you will learn how to use ESXi Image Builder using
both the new vSphere Web Client GUI and CLI. You will learn how to create image profiles
from either an existing image profile and fresh profile from scratch.

Chapter 5, Using vSphere Auto Deploy, you will learn how to deploy stateless and stateful
ESXi host without the need to have to run the ISO installation on the server hardware.

Chapter 6, Using vSphere Standard Switches, you will learn how to set up vSphere
Networking using the standard Switches.

Chapter 7, Using vSphere Distributed Switches, will teach you how to set up vSphere
Networking using vSphere Distributed Switches. You will also learn how to migrate
networking from standard vSwitches to the Distributed Switches. You will also learn
configuring advanced features, such as NetFlow, Port Mirroring, and Private VLANSs.

Chapter 8, Creating and Managing VMFS Datastore, will show how to create VMFS
Datastores.

Chapter 9, Managing Access to the iSCSI and NFS Storage, will show how to configure and
manage access to the iSCSI and NFS storage.

Chapter 10, Storage 10 Control, Storage DRS, and Profile-Driven Storage, will show methods to
consume storage resource effectively, by controlling queue depths, reacting space and
latency thresholds, and automating the usage of tiered storage.

Chapter 11, Creating and Managing Virtual Machines, will teach how to create virtual
machines, configure its settings, create and manage templates, and also export them to
OVFs. You will also learn how to create content libraries.

Chapter 12, Configuring vSphere 6.5 High Availability, will discuss how to configure High
Availability on a cluster on ESXi hosts. You will also learn how to configure native high
availability for vCenter Servers.

Chapter 13, Configuring vSphere DRS, DPM, and VMware EVC, will discuss how to pool
compute resources from a cluster of ESXi hosts to enable efficient virtual machine
placement and automate mitigation of resource imbalance in a cluster. You will also learn
how to reduce power consumption of a cluster by changing the power state of
underutilized hosts.
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Chapter 14, Upgrading and Patching using vSphere Update Manager, will teach how to manage
the life cycle of ESXi Hosts by patching and updating the environment.

Chapter 15, Using vSphere Certificate Manager Utility, will show how to generate
certificate signing requests and replace certificates for a vSphere Environment.

Chapter 16, Using vSphere Management Assistant, will show how to deploy and configure
VMA to run commands/scripts remotely on ESXi.

Chapter 17, Performance Monitoring in a vSphere Environment, will describe how to use
esxtop and vCenter Performance Graphs to monitor the performance of a vSphere
environment.

To get the most out of this book

You will learn about the software requirements for every vSphere component covered in
this book in their respective chapters, but to start with a basic lab setup, you will need at
least two ESXi hosts, a vCenter Server, a Domain Controller, a DHCP server, a DNS server,
and a TFTP Server. For learning purposes, you don't really need to run ESXi on physical
machines. You can use VMware Workstation to set up a hosted lab on your desktop PC or
laptop, provided the machine has adequate compute and storage resources. For shared
storage, you can use any of the free virtual storage appliances listed as follows:

¢ OpenFiler can be downloaded at https://www.openfiler.com.
e HP StoreVirtual Storage can be downloaded at http://www8.hp.com/in/en/

products/data-storage/storevirtual.html.

Download the color images

We also provide a PDF file that has color images of the screenshots/diagrams used in this
book. You can download it from http://www.packtpub.com/sites/default/files/
downloads/VMwarevSphere65CookbookThirdEdition_ColorImages.pdf.

[3]
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Preface

Conventions used

There are a number of text conventions used throughout this book.

CodeInText: Indicates code words in text, database table names, folder names, filenames,
file extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an
example: "Browse the ISO ROM contents and navigate to the migration-assistant
folder."

Any command-line input or output is written as follows:

Set-ExecutionPolicy RemoteSigned

Bold: Indicates a new term, an important word, or words that you see onscreen. For
example, words in menus or dialog boxes appear in the text like this. Here is an example:
"On the Configure Ports screen—you are not allowed to make any changes. Click on the

Next button to continue."

Warnings or important notes appear like this.

Tips and tricks appear like this.

Sections

In this book, you will find several headings that appear frequently (Getting ready, How to do
it..., How it works..., There’s more..., and See also).

To give clear instructions on how to complete a recipe, use these sections as follows:

Getting ready

This section tells you what to expect in the recipe and describes how to set up any software
or any preliminary settings required for the recipe.

[4]
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How to do it...

This section contains the steps required to follow the recipe.

How it works...

This section usually consists of a detailed explanation of what happened in the previous
section.

There's more...

This section consists of additional information about the recipe in order to make you more
knowledgeable about the recipe.

See also

This section provides helpful links to other useful information for the recipe.

Get in touch

Feedback from our readers is always welcome.

General feedback: Email feedback@packtpub.com and mention the book title in the
subject of your message. If you have questions about any aspect of this book, please email
us at questions@packtpub.comn.

Errata: Although we have taken every care to ensure the accuracy of our content, mistakes
do happen. If you have found a mistake in this book, we would be grateful if you would
report this to us. Please visit www.packtpub.com/submit-errata, selecting your book,
clicking on the Errata Submission Form link, and entering the details.

Piracy: If you come across any illegal copies of our works in any form on the internet, we
would be grateful if you would provide us with the location address or website name.
Please contact us at copyright@packtpub.com with a link to the material.

If you are interested in becoming an author: If there is a topic that you have expertise in
and you are interested in either writing or contributing to a book, please visit

authors.packtpub.com.
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Preface

Reviews

Please leave a review. Once you have read and used this book, why not leave a review on
the site that you purchased it from? Potential readers can then see and use your unbiased
opinion to make purchase decisions, we at Packt can understand what you think about our
products, and our authors can see your feedback on their book. Thank you!

For more information about Packt, please visit packtpub. com.
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Upgrading to vSphere 6.5

In this chapter, we will cover the following topics:

¢ vSphere 6.5 core components

¢ Planning vSphere upgrade

e Upgrading from vSphere 5.5 or 6.0 to vSphere 6.5
¢ Upgrading vCenter Server on Microsoft Windows

Using the vCenter 6.5 Migration Assistant

Upgrading vCenter Server - Migrating from Microsoft Windows to VCSA

Upgrading the vCenter Server Appliance

Upgrading ESXi Hypervisor

Introduction

The goal of this chapter is to help you understand and execute the process of upgrading
your core vSphere infrastructure to VMware vSphere 6.5. The core includes your ESXi
Hypervisor, vCenter Server, and vCenter Server's components. The upgrade of the third
layer products that leverage the core vSphere infrastructure, such as vCloud Director and
VMware Horizon View, are not covered in this chapter as they are beyond the scope and
purpose of this book.



Upgrading to vSphere 6.5 Chapter 1

Before we begin, let me introduce you to the core infrastructure components that will be

upgraded:

VMware vCenter Server: The viability of an upgrade or the need for a new build
will depend on the current version of vCenter and the supported upgrade path.
vCenter Single Sign-On: These are authentication components. They will come
into the picture if you are upgrading from vSphere 5.5 to 6.5.

vCenter Inventory Service: This is no longer a separate service in vCenter 6.5.

vSphere Web Client: This can be upgraded if the current version is 5.5; if not, it
will be a new installation of this component.

vSphere Platform Service Controller (PSC): If you are upgrading from vSphere
6.0 to 6.5, you will need to review the current deployment model and apply an
apt strategy to upgrade PSC.

vSphere Update Manager: VUM should be updated to the latest version before
it can be used to upgrade ESXi hosts managed by the vCenter VUM is integrated
with. VUM components are now built-in to the vCenter Appliance.

vSphere Auto Deploy: This is a requirement to upgrade vSphere Auto Deploy to
the same version of vCenter Server.

VMware ESXi: This can be upgraded by booting the server using the ISO image,
using vSphere Update Manager, or updating the image profile if the existing
servers are auto-deployed.

vSphere 6.5 core components

The following components form the foundation of vSphere 6.5 environment and its
management:

Hypervisor: VMware ESXi 6.5

Core management layer: VMware vCenter Server 6.5

Authentication and core services layer: VMware Platform Services Controller
Upgrade and patch management layer: VMware Update Manager 6.5
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Hypervisor — VMware ESXi 6.5

ESXi Hypervisor is the abstraction layer that enables running of different virtual machines
sharing the same physical hardware resources. VMware ESXi 6.5 has significant scalability
enhancements. Let's compare and contrast the scalability improvements since ESXi 5.5:

Feature vSphere 5.5 | vSphere 6.0 | vSphere 6.5
Logical processors (CPUs) | 320 480 576
Physical memory 4TB 6TB-12TB |12 TB
NUMA nodes 16 16 16

vCPUs 4,096 4,096 4,096
Storage LUNSs per host 256 256 512

VMES datastore per host |256 256 512

Virtual machines per host |512 1,024 1,024

Refer to the VMware vSphere 6.5 Configuration Maximums guide for more information
regarding the scalability maximums at https://www.vmware.com/pdf/vsphere6/r65/

vsphere-65-configuration-maximums.pdf.

A brief insight into all the new features made available with vSphere 6.5 has been put
together in the VMware's technical whitepaper What's New in VMuware vSphere® 6.5
athttp://bit.ly/vSphere65whatsNew. Although I have shortened the URL for your
benefit, you can always Google for the title text to find this whitepaper.

As the whitepaper introduces the components pretty neatly, we will not be doing the same
in this book. This book will introduce you to the new changes in the respective chapters.

Core management layer - VMware vCenter 6.5

Unlike the previous releases wherein although the appliance was a neater solution, it still
lacked something in terms of features and functionalities. Not every aspect of the vSphere
management element layer was integrated into the appliance, but that is about to change
with vSphere 6.5. VMware vCenter 6.5 Appliance (vCenter Server Virtual Appliance
(vCSA)) is the new king. It has features that are not available with the Windows version of
vCenter. Features such as Native High Availability (NHA) and Native Backup and
Restore (NBR) are only available with the appliance version of vCenter Server. We will
cover NHA and NBR in chapter 2, Greenfield Deployment of vSphere 6.5.
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One component that always stayed out of the box was vCenter Update Manager (VUM). It
was always required to have it installed on a Windows machine. VUM is now available as
a component integrated into vCSA.

The vCSA Management has also been greatly improved, especially providing more insight
into the built-in PostgreSQL database and its usage. VMware is slowly moving away from
its dependence on Microsoft SQL and Oracle database instances.

Authentication and core services layer - vSphere
Platform Services Controller

VMware has bundled the essential services, such as the Single Sign-On (SSO), Inventory
Service, and certificate management, into a single manageable solution named the Platform
Services Controller (PSC). The PSC can be installed on the same machine as the vCenter,
installed on a separate supported Windows machine, or run as an integrated component of
the vCSA. Refer VMware KB Article 2147672 for supported
topologies(https://kb.vmware.com/s/article/2147672).

SSO is an authentication gateway, which takes the authentication requests from various
registered components and validates the credential pair against the identity sources added
to the SSO server. The components are registered to the SSO server during their installation.
We will delve deeper into PSC, and its components in chapter 2, Greenfield Deployment of
vSphere 6.5.

Upgrade and patch management layer — vCenter
Update Manager 6.5

vCenter Update Manager (VUM) is a solution that is used to upgrade or patch your
vSphere environment. Keep in mind though that it can only be used to patch/upgrade ESXi
hosts and perform some additional tasks, such as VMware tools and virtual machine
hardware upgrade. Starting with vSphere 6.5, VUM is no longer required to be installed on
Windows machines. It is now fully integrated into the vCenter Appliance and is enabled by
default. Also, its reliance on the vSphere C#-based client has been removed. It can now be
fully operated using the vSphere Web Client. You will learn more about VUM in Chapter
14, Upgrading and Patching Using vSphere Update Manager.

[10]
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Planning vSphere upgrade

A vSphere upgrade will require careful assessment of the existing infrastructure. You will
need to ensure that the server hardware is compatible with ESXi 6.5. If the

existing infrastructure has vCenter components on Microsoft Windows, then you will need
to verify whether the current Windows Servers versions are supported for the installation of
vCenter 6.5 and its components. If the existing environment has other third layer
components, such as the VMware NSX, vRealize Automation, vRealize Operations
Manager, vCenter Site Recovery Manager, then it becomes essential to verify whether
upgrading the core vSphere components will leave the third layer components
unsupported/incompatible. In this section of the chapter, you will learn how to check the
hardware compatibility of the existing server hardware, check Windows Server operating
system compatibility with the vSphere 6.5 components, and verify third layer product
interoperability with the core vSphere 6.5 management components. We will also review
various upgrade paths available based on the existing vSphere environment's version and
deployment models.

How to do it...

The following procedure walks you through the steps involved in planning a vSphere
upgrade:

1. Hardware capacity and software requirements check: As with any new vSphere
version, vSphere 6.5 does come with revised hardware capacity and software
requirements. It is important to understand these requirements during the
planning phase. VMware provides access to more than one form of reference
material that would help you understand the hardware and software
requirements to deploy a vSphere environment. One of the primary reference
sources is the product documentation and in this case, the vSphere 6.5 Installation and
Configuration guide (https://docs.vmware.com/en/VMware-vSphere/6.5/
vsphere-esxi-vcenter-server-65-installation-setup—-guide .pdf). Another
source that is always kept up to date is VMware Knowledge Base (https://kb.
vmware.com/s/).

2. Hardware compatibility check: The existing server hardware should be verified
for its compatibility with ESXi 6.5. It is done by looking up the current server
hardware's make and model in the VMware Compatibility Guide, which can be
accessed at https://www.vmware.com/resources/compatibility.

[11]


https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://docs.vmware.com/en/VMware-vSphere/6.5/vsphere-esxi-vcenter-server-65-installation-setup-guide.pdf
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://kb.vmware.com/s/
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility
https://www.vmware.com/resources/compatibility

Upgrading to vSphere 6.5 Chapter 1

3. vCenter component compatibility checks: The existing Microsoft Windows
Servers hosting the vCenter components should be verified for its supportability
with vCenter 6.5 and its components.

4. Product interoperability check: vCenter being the core management layer, there
are other solutions that connect with vCenter through APIs to provide its
services. Therefore, it becomes critical to verify whether the solution vendors, be
it VMware or third party, has a vCenter 6.5 compatible solution yet. Also,
consider upgrading the solutions and its plugins before you upgrade to vCenter
6.5. For instance, the first release of vSphere 6.5 did not add support for NSX. It
was vSphere 6.5.0a that added support for NSX 6.3.

5. Upgrade paths: Depending on the current vSphere version and its deployment
model, the process of upgrading to vSphere 6.5 could differ. Hence, it is
important to understand the upgrade paths available. The oldest possible version
that supports a direct upgrade is vSphere 5.5.

6. Download vSphere 6.5 components https://my.vnware.com/web/vmware/
downloads: Download the vCenter Appliance or vCenter for Windows based on
the platform decision that you have arrived at. Here is what you will need to
download:

e VMware vSphere Hypervisor (ESXi ISO) with VMware Tools
e VMware vCenter and modules for Windows (ISO) or VMware vCenter
Server Appliance (ISO)

How it works...

The chances of successfully upgrading your vSphere environment without affecting the
supportability and compatibility of your existing components will completely depend on
how you plan and execute the upgrade. Once you have taken care of the hardware and
software dependencies discussed in this section, you can safely execute the upgrade scripts
to perform the upgrade. We will cover vSphere 5.5 to 6.5 and vSphere 6.0 to 6.5 upgrades in
separate sections.
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Upgrading from vSphere 5.5 or 6.0 to
vSphere 6.5

vSphere 5.5 is the oldest supported version of an upgrade to vSphere 6.5. Before we begin,
let's review vSphere 5.5 component architecture so that we have a clear understanding of
what needs to be upgraded. vSphere 5.5 had separate components.

If you have environments running versions older than vSphere 5.5, you will either need to
update the components to vSphere 5.5 first or perform a fresh installation of vSphere 6.5
and then move the workloads to the new environment. In such cases, it is quite possible
that the older hardware is no longer supported to host vSphere 6.5 or its components. Use
the steps provided in the Planning vSphere upgrade section to review your current
environment.

How to do it...

In this section, we will cover the steps involved in upgrading a vSphere 5.5 environment to
vSphere 6.5:

1. Backup the current configuration: Take snapshots of SSO, vCenter, and database
VM before you start the upgrade. Also, take backups of the database if vCenter is
running on a physical machine and using an external database.

2. Upgrade SSO servers to vSphere 6.5 PSC: Regardless of the platform (Windows
or vCSA), the Single Sign-On component servers should be upgraded from 5.5/6.0
to vSphere 6.5 before the vCenter upgrade.

3. Upgrade vCenter to VCSA 6.5: For instructions on how to migrate from
Windows to VCSA 6.5, read the section Upgrading vCenter Server - Migrating from
Microsoft Windows to VCSA of this chapter. Single Sign-On and other services will
be migrated. vCenter 6.5 can also be installed on a Windows Server, so upgrading
vCenter can also be performed without having to rebuild a new machine. Read
the section Upgrading vCenter Server on Microsoft Windows for instructions. In
either case, a database upgrade will be performed.

VCSA 6.5 no longer supports the use of an external database. Hence, the
0 current database will be migrated to a PostgreSQL database.
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4. Upgrade vSphere Update Manager: VUM will be upgraded and made part of the
vCenter Server if the current vCenter system being upgraded also has VUM
installed on it. If VUM is installed on a separate machine, which is mostly the
case in enterprise infrastructures, then you will need to run the vCenter
Migration Assistant on the VUM machine as well.

5. Use vSphere Update Manager to upgrade the hosts to ESXi 6.5: Read the
Chapter 14, Upgrading and Patching using vSphere Update Manager for instructions
on how to use VUM to upgrade ESXi hosts by scheduling upgrades/updates.

6. Use vSphere Update Manager to upgrade the virtual machine hardware and
VMware tools: Read chapter 14, Upgrading and Patching using vSphere Update
Manager, for instructions.

How it works...

When you upgrade from vSphere 5.5 to vSphere 6.5, you start with upgrading all the SSO
instances. When the SSO instances are upgraded, the existing vSphere 5.5 environment will
remain unaffected and will also be accessible via the already existing instance of the
vSphere Web Client. If the existing SSO is not embedded, then the upgrade will result in a
separate vSphere 6.5 PSC instance. The result remains the same regardless of the platform
vCenter is deployed on. If you have more than one vCenter server connecting to the same
SSO domain, then post the upgrade of one of the vCenter Servers, the newer vSphere Web
Client 6.5 can be used to view/manage both vSphere 6.5 and 5.5 vCenter Servers. If you
have more than one SSO/PSC servers, then upgrading one among them will not affect any
of the services including vCenter Servers, except for the linked mode configuration, which
will not be able to link two disparate vCenter versions.

Another important aspect to keep in mind is that the Platform Services Controller (PSC)
and vCenter Server (Appliance or Windows) will manage two separate sets of services. The
following table lists some of the services managed by both the components:

Platform Service Controller vCenter Server

VMware Appliance Management Service vSphere Web Client
VMware License Service vSphere Auto Deploy
VMware Component Manager vSphere Syslog Collector

VMware Identity Management Service and Secure Token

Service (STS) vSphere ESXi Dump Collector

VMware Certificate Service vCenter Update Manager
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Upgrading vCenter Server running Microsoft
Windows

vCenter 6.5 can be installed on a supported Microsoft Windows Server operating system.
Therefore, it is possible to upgrade your existing Windows-based vCenter 5.5/6.0 to 6.5.
Before we cover the steps involved in the upgrade, we will review the hardware and
software requirements for vCenter 6.5:

e Hardware requirements: It is important to make sure that the current system
(physical/virtual) hosting the vCenter Server meets the hardware requirements
for vCenter 6.5 as laid out by VMware. You should also take into account the
growth factor, regarding the number of ESXi hosts and VMs that you expect to
manage shortly. To start with, if the upgrade requires you to form an external
Platform Service Controller, you will need a machine with at least two
CPUs/vCPUs and 4 GB of memory. And the vCenter Server regardless of it using
an embedded/external PSC the hardware requirement remains the same; it starts
at two CPUs/vCPUs and 10 GB of memory up to 24 CPUs/vCPUs and 48 GB of
memory. Storage space requirements for vCenter regardless of using an
embedded or external PSC is the same, 17 GB (Program Files, ProgramData,
and System folder) and 4 GB (Program Files, ProgramData, and System
folder) for an external PSC. The storage space requirement will sometimes have
to be reviewed if you plan to host Programbata and Program Files folders
separately for VMware components on a different Windows drive ( sometimes,
on a separate VMDK).

¢ Software requirements: Because you are upgrading from an older version of
vCenter, it is possible that Windows Server version compatibility has changed for
the newest version. Use the VMware Knowledge Base article (https://kb.
vmware.com/s/article/2091273) to review the list of the supported operating
systems. In this case, if you are upgrading from 5.5 or higher, you might already
be running on a supported Windows Server operating system. Needless to say, it
is important to verify before you proceed with the upgrade.
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Although VCSA 6.5 has a fully scalable version of PostgreSQL database,
the version embedded in Windows-based vCenter is limited for use in
environments up to 20 ESXi hosts and 200 virtual machines. If you have an
environment larger than that, you will need to and maybe are already
using an external Microsoft SQL or Oracle Database. This is another valid
reason to move to the vCenter Server Appliance model.

How to do it...

The following procedure will walk you through the steps required to perform an in-place
upgrade of vCenter and its components using the vCenter installer:

1.

At first, download the latest version of vCenter 6.5 Windows ISO and map it to
the machine running the current version of vCenter 5.5/6.0.

Browse the contents of the ISO and run the autorun.exe file as a local system
administrator or with a user that has local system administrator rights, to bring
up the vCenter installer.

On the vCenter installer screen, click on the Install button to start the installation
wizard.

On the Welcome to VMware vCenter Server 6.5 Installer screen, click on

the Next button to continue.

Accept the EULA and click on the Next button to continue.

On the vCenter Single Sign-On and vCenter Credentials screen, supply the SSO
administrator password and click on the Next button to let the installer run the
pre upgrade checks.

On the Configure Ports screen—you are not allowed to make any changes. Click
on the Next button to continue.

On the Upgrade Options screen, you can choose to migrate all or some of the

historical data and the configuration or just the configuration. Choose an
intended option and click on the Next button to continue:
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i'él' VMware vCenter Server 6.5.0 : x|

Upgrade Options

Configure options for the upgrade.

During the upgrade, configuration data will be migrated automatically. You can specify how historical data will be
migrated below.

Historical data include performance statistics, events, triggered alarms, and tasks..

" Configuration (0.1 GB)
" Configuration, events, and tasks (0.2 GB)

" Configuration, events, tasks, and performance metrics (0.2 GB)

< Back | Next, > I Cancel
gy

9. On the Destination Directory screen, you can choose to change the Program
Files and ProgramData locations for this installation. You can also choose to
modify the location of the export folder, which is used by the installer to export
current configuration. Make intended changes and click on Next to continue.

10. On the next screen, you can choose either join or not join VMware's Customer
Experience Improvement Program. Make an intended selection and click on
Next to continue.

11. On the Ready to Upgrade screen, confirm that you have backed-up your vCenter
Server by selecting the checkbox I verify that I have backed up this vCenter
Server machine and click on the Upgrade button.

12. The installer will now perform the upgrade, and if successful, it will display a
Setup Completed wizard screen, where you click on Finish to close the wizard:

13. Once done, you should be able to log in to the Web Client to view and manage
the upgraded vCenter Server. If everything looks good, you can delete the
export folder to free up some disk space.
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How it works...

The installer will remove the older components, import the data, and perform a new
installation of vCenter 6.5 and its components. The amount of time the upgrade would take
to finish successfully is very dependent on the amount of data that needs to be imported
into the new installation and don't be surprised if the upgrade runs for more than 30-40
minutes. Once the installation is complete, you will be able to access vCenter 6.5 using
vSphere Web Client. If there is more than one vCenter to upgrade, the procedure remains
the same. However, the vSphere 6.5 Web Client would still let you view and manage the
older version of vCenter.

Using the vCenter 6.5 Migration Assistant

To upgrade and migrate vCenter 5.5/6.0 components running on Windows Servers, vCenter
6.5 comes with a new tool named the vCenter Migration Assistant. The procedure to run
the migration-assistant is the same whether you are trying to upgrade an external SSO, PSC,
or Update Manager or an embedded version of these. The migration-assistant should be run
on the machines hosting these services separately, before initiating the vCenter
Migration/Upgrade. The migration/upgrade process will migrate data from all the
components server with an active migration-assistant session.

How to do it...

The following procedure will walk you through the steps involved in running the vCenter
Migration Assistant to enable the migration of configuration and performance data to the
appliance:

1. Mapping the VCSA 6.5 ISO to the machine running the Windows-based version
of vCenter 5.5/6.0.

2. Browse the ISO ROM contents and navigate to the migration-
assistant folder. Copy the entire folder to a location on your Windows-based
vCenter machine:
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=TS
@gv P" ~ Computer = DV Drive (D) COROM - - & | Search DVD Drive (D:) COROM @‘
Organize ¥  Burn to disc - i @
¢ Favorites Mame ~ Date modified | Type | |
P Desktop + Files Currently on the Disc{14)
4} Downloads | dbschema 1f18/2017 3:48 FM File folder

=] Recent Places

older

017 4:10 PM

= | dhrari J umds 1/18/2017 3:50 PM File folder
7 Libraries
@ Documents | vesa 1/18/2017 4:18 PM File folder
J’: Music | vesa-di-nstaller 1/18(2017 3:48 PM File folder

3. Browse the contents of the migration-assistant from the hard drive location
and run the executable VMware-Migration-Assistant.exe as an

administrator:
B migration-assistant - 1O x|
- =
‘ G k)v | . = Computer = Local Disk (C:) ~ migration-assistant - @J I Search migration-assistant @
Organize *  Indudeinlibrary =  Share with *  New folder = ~ [l @
- Eavorites Mame “ Date modified | Type | Size |
H
Bl Deskiop ﬁ! cis-upgrade-runner 1/18/2017 4: 10 PM Windows Installer P... 100,472 KB
4 Downloads %] expat.di 1/18/2017 349PM  Application extension 161KB
| Recent Pl .
i ResentHlaces ] lbeay32.di 1/18/2017 3:45PM  Application extension 2,276 KB
=5 Libraries %) lookup-types.dll 1/18/2017 3:49 PM Application extension 305 KB
@ Documents |%| mevcp120.di 1/18/2017 3:49 FM Application extension 545 KB
J‘. Music %) mswer120.dll 1/18/2017 3:49 PM Application extension 341 KB
[E5] Pictures %/ pion.dil 1/18/2017 3:49 PM Application extension 908 KB
B videos %) ssleay32.dl 1/18/2017 3:49 FM Application extension 360 KB
N |%| ssodient.dll 1/18/2017 3:49 FM Application extension 551KB
:‘L’ Computer | wim-ty dll 1/18/2017 3:49 PM Applicati tensi 23,345KB
| vim-types. - ication extension
&, Local Disk (C:) = P PP .
% DVD Drive {0:) COROM %] vmacore. dll 1/18/2017 3:49 PM Application extension 5,577 KB
8 Shared Folders (\mw ) wmnomi.dll 1/13/2017 3:49 PM Application extension 2,943 KB
@ VMware-Migration-Assistant 1/18/2017 3:50 PM Application 3,094KB “
-
€8 Network VMware-python 1/18/2017 3:52FPM Windows Installer P... 21,684 KB
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4. This will bring up a Windows CLI interface, and you will be prompted for the
SSO administrator password. Type in the password and press Enter. You will also
be prompted for service account credentials if the vCenter Server Windows service is run
with a service account’s privileges. Type in the password and press Enter:

@ C:\migration-assistant\VMware-Migration-Assistant.exe

Initializing Migration Assistant...
Enter AdministratorBusphere.local passwopd: essoesscesses

Extracting Migration Assistant scripts...
Running Prechecks...

5. You will now see the migration-assistant running prechecks and eventually warn
you about extension/plugins that cannot be upgraded using this process. For
instance, I have got an SRM plugin that cannot be upgraded. It will also display
the source vCenter's configuration, and the expected resultant configuration post
a successful upgrade:

vGenter Server has extensions registered that cannot he upgraded to or may not work with the new vCenter Server

Site Recovery Manager <hy UHuare. Inc.> on https://192.168.70.31:9086 vcdr/vmoni-sdl
UR Management <hy UMware. Inc.) on http:-//UCSRHMSITEB.vdescrihed.lah:80/ https://192. 168 70.99:8043 =
uRealize Orchestrator on http: /192.168.78.61:8281

Resolution: Please ensure extensions are compatible with the new vCenter Server and re-register extensions with the new uCenter Server after

Please refer to the uSphere documentation on extensions, and the upgrade and intewoperahility guide

Source Configuration:
Deploymen Muware vCenter Server 6.0 with an embedded UMware Platform Services Controller
Deploymen : Tiny
DB type: emhedded

Destination Configuration:
Deployment type: UMware vCenter Server Appliance 6.5 with an embedded UHware Platform Services Controller
DB type: embedded

Migration Settin.
FaDN: UGS RHE 1 TED. udescrived. Lah
Single Sign-On usern torBusphere . local
SSL thumbprint: CA:A? 1Dz L 8:AC:E6:EC:2E:EB:C2:D3:53:50:47:A8:DB:16
Port: 9123
Export data folder: C:\Users\AdministratorsAppDatatLocal\UMwaresHigration—fAssistants

Migration Steps:
nter Server ﬂppllance UI Installer and click *Migrate’ to start the migration wu
ard. enter FGQDN the source Winds Server and Port for the Migration assistant port.
nd acceptlthe SSL t}mm

nachine uill b part of the migration. If migration fails, you can power off the target uCenter Server Appliance and then
power on this machine to o llhech the igration.

Haiting for migration to star
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6. There is nothing more to do with the migration-assistant tool at this point, but do
not close it.

7. You are now all set to run the VCSA installer's Migrate or Upgrade wizards.

Upgrading vCenter Server — Migrating from
Microsoft Windows to VCSA

VMware with the release of vSphere 6.5 will now let you migrate an existing vCenter Server
Windows installation, be it vCenter 5.5 or 6.0, to vCenter Server Appliance 6.5. This form of
migration will let you move from any deployment model (embedded or external SSO/PSC)
and any external database (Microsoft SQL, SQL Server Express, or Oracle). All the database
contents will be migrated to an embedded PostgreSQL database within the appliance. Keep
in mind that although it allows moving from any topology, it does not allow modifying the
topology while migrating.

only an embedded PostgreSQL database. VMware might do away with

VCSA is now a fully featured vCenter component bundle and supports
0 the Microsoft Windows version for the next release.

Virtual machine requirements, there are no operating system level requirements because
this is an appliance and VMware is using the JeOS (Just Enough Operating System)
version of Linux named the Photon OS with all the required libraries bundled.

vmware.github.io/photon/.

8 To learn more about Photon OS, visit the GitHub repository at https://

However, it is important to understand the sizing requirements. The compute requirements
for VCSA are similar to that of a Windows installation. If the upgrade requires an external
Platform Service Controller, you will need a machine with at least two CPUs/vCPUs and 4
GB of Memory. Starting with two CPUs/vCPUs and 10 GB of memory up to 24
CPUs/vCPUs and 48 GB of memory, the compute requirements for the vCenter Server
remains the same regardless of the type of database configured - embedded or external. The
virtual machine storage requirements are stated slightly differently, though. If deployed
alone, PSC will require 60 GB of storage space. For more details on the requirements, refer
to the VMware vSphere 6.5 Upgrade Guide.
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Getting ready

To perform this migration, you will need access to the vCenter Server Appliance 6.5 ISO
downloaded from https://my.vmware.com/web/vmware/downloads. Also, because this will
deploy a new appliance virtual machine, you will need to decide on the following factors:

¢ Placement location: This is is the vCenter inventory location where you would
like to place the VCSA VM. The location could be a cluster, a resource pool or just
a VM folder.

¢ Datastore: You will need to decide on an appropriate datastore to store the
appliance.

vCenter 6.0/5.5 to complete the upgrade. It can even be a Linux or macOS
machine.

8 You will need access to a machine other than the one that is hosting

How to do it...

The following procedure will walk you through the steps involved in migrating and
upgrading a vCenter 5.5/6.0 installation to a vCenter Server 6.5 Appliance with an
embedded database:

1. Use the migration-assistant to perform the pre-checks and ready the source
vCenter Server and its component servers for migration. Read the section Using
the vCenter 6.5 Migration Assistant of this chapter for instructions.

2. Once you have readied the vCenter and its components using migration-
assistant, map the VCSA ISO to a non-vCenter machine because the source will
be shut down during the migration.
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3. At the non-vCenter machine, browse the contents of the VCSA ISO ROM,
navigate to vcsa-ui-installer, and choose a subdirectory corresponding to
your operating system (1in64, mac, and win32). In this case, we will navigate to
the win32 directory and run the executable installer.exe as an administrator

to bring up the vCenter Server Appliance 6.5 Installer window:

I 20 items

Wz EEE
(;C)ﬂ ~ Computer ~ DVD Drive (D:) COROM = vcsa-ui-installer » win32 = - l‘ﬂ” Search win32 2]
Organize *  Burn to disc = v O @
[=1 &% DVD Drive (D:) COROM =l rema= Date modified | Type Size I;
:klj;::;:iass\stant “ Files Currently on the Disc (20)
umds locales 1/18/2017 3:48 PM File folder
vesa resources 1/18/2017 3:48 PM File folder
vesa-dli-nstaller __| blink_image_resources_200_percent.pak 10/11/2015 3:08 AM  PAKFile 57KB
|5 vesauinstaller || content_resources_200_percent.pak 10/11/2016 3:08 AM  PAK File 1KB
fin64 | content_shell psk 10/11/2016 306 AM  PAKFile 9,622KB
(| d3dcompiler_47.dll 10/11/2016 3:08 AM Application extension 3,386 KB
locales %] ffmpeg.dl 10/11/2015 3:08 AM  Application extension 1,913KB
resources icudt.dat 10/11/2016 3:08 AM___ DAT Fil 9,890 kB
s DATAE]) N | __UnstaHer 10/11/2016 3:08 AM Application 60,615KB [
S Shared Folders (\Wwmware-host) (Z:) z libEGL.dll 10/11/2016 3:08 AM  Application extension 95KB .
€ Metwork %) bGLESV2.dl 10/11/2015 308 AM  Application extension 2,187KB =
@f Control Panel [ Lrcense 10/11/2016 308 AM  File 2KB
5] Recyde Bin
1) VMiare Ve fogs 20170316210812 @ LICENSES chromium 10/11/2015 3:08 AM  Chrome HTML Docu... 3KB
|| natives_blob.bin 10/11/2016 3:08 AM  BIN File 336 KB
z (&) node.dll 10/11/2016 3:08 AM  Application extension 12,675KB ﬂ

4. On the vCenter Server Appliance 6.5 Installer wizard window, click on Migrate
to bring up the Migrate - Stage 1: Deploy appliance window. Click on Next to

continue.

5. Click on the Migrate - Stage 1: Deploy appliance window and then click on

Next to continue.
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6. Accept the EULA and click on Next to continue.

7. Supply the source Windows vCenter's FQDN/IP and the SSO administrator's
password to proceed further:

Migrate - Stage 1: Deploy appliance

Connect to source server

Specify the source Windows vCenter server, vCenter S50, or Platform Services Controller that you want to migrate. Make
sure the Migration Assistant is running on the source. The Migration Assistant executable is included in the vCenter Server
Appliance ISO image.

v 1 Introduction

« 2 End user license agreement

3 Connect to source server

Source Windows server vesmmsiteb.vdescribed.lab i
\ _ iy Migration assistant port 9123
(e 550 user name administrator@vsphere.local I
T astore §50password | sesssssesesd] |

& cotiings Do not run this installer from the source Windows Server. The source will be shutdown during the migration process
g and you will lose connectivity with this installer.

Back q Cancel

8. Click on Yes to accept the source vCenter Server's SSL certificate.
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9. Supply the FQDN/IP and the credentials of the vCenter Server or ESXi host to
deploy the VCSA VM:

Migrate - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target
Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance on which the
appliance will be deployed.

+ 1 Introduction

+ 2 End user license agreement

7 T IR CTE ESXi host or vCenter Server name vesrmsitea vdescribed lab
4 Appliance deployment target HTTPS port 443
. User name administrator@vsphere local
Password | sessssssnens |

Back m Cancel
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10. Click on Yes to accept the vCenter/ESXi SSL certificate.

11. Select a datacenter or VM folder from the destination vCenter inventory and then
click on Next:

Migrate - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Select folder

1 Introduction
e Select a datacenter or VM folder to create the appliance VM in

+ 2 End user license agreement
4 [B vesrmsitea.vdescribed lab

v 3 Connect to source server 4 SITEA
[ DevVMs
+ 4 Appliance deployment target BT Prod VMs
D Databases

5 Select folder
3 Web Servers

T i INFRA

Back m Cancel

[26]



Upgrading to vSphere 6.5 Chapter 1

12. Select a cluster or a host from the vCenter inventory to deploy the VCSA VM and
Click on Next to continue:

Migrate - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Select compute resource

1 Introduction
4 Select the compute resource to deploy the appliance

+ 2 End user license agreement

4« Fasmea
v 3 Connectio source server 4 ﬁ ClusterA

E esx02 vdescribed lab

+ 4 Appliance deployment target
+ 5 Selectfolder
6 Selectcompute resource

Back m Cancel

13. Supply VM name for the VCSA Appliance and set the Root password. Click on
Next to continue.
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14. Choose an intended VCSA Deployment size and Storage size. Click on Next to
continue:

Migrate - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Select deployment size

1 Introduction
e Select the deployment size for this vCenter Server with an Embedded Platform Services Controller.

7 B EETEE SRR For more information on deployment sizes, refer to the vSphere 6.5 documentation.

+ 3 Connectto source server Deployment size Tiny v

+ 4 Appliance deployment target Storage size Default ¥ .

+ G Selectfolder Resources required for different deployment sizes

B Selsct compute resource Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (upto) VMs (up to)

Tiny 2 10 250 10 100
+ T Setup target appliance VM
Small 4 16 290 100 1000
8 Select deployment size Medium 8 24 425 400 4000
q Large 16 32 640 1000 10000
X-Large 24 48 980 2000 35000

Back m Cancel
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15. Select a datastore for the VCSA VM and click on Next to continue:

Migrate - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Select datastore

1 Introduction
v Select the storage location for this vCenter Server with an Embedded Platform Services Controller.

+ 2 Enduser license agreement

Name Y Type Y | Capacity Y Freevw Y | Provisio... Y | Thin Provisioning Y
2 SN SR DATA VMFS [2007568 | 208868 973 MB true -
+ 4 Appliance deployment target esx02_localDS | VMFS 325GB 2158 GB 1092 GB true <
; c y
2 items

v 5 Select folder

o/ [ FEERIED LR E L @) Enable Thin Disk Mode

+ 7 Setup target appliance VM

+ B Selectdeployment size

9 Select datastore

Back q Cancel
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16. Choose a port group and a temporary static IP configuration, which will enable
the appliance VM to communicate with the source vCenter and migrate
configuration and other data:

Migrate - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

1 Introduction

2 End user license agreement

3 Connect to source server

4 Appliance deployment target

5 Select folder

6 Selectcompute resource

7 Setup target appliance VM

8 Selectdeployment size

9 Select datastore

10 Configure network settings

SUICR I ——
The appliance requires a temporary network identity so that it can copy data from the source server. After the data has
been copied, the network identity of the source serveris also copied to the appliance, and then the source server is shut
down.

Network WM Network v

Temporary network settings
IP version IPvd v
IP assignment static
Temporary [P address

192.168.70.88

Subnet mask or prefix length

Default gateway 192.168.70.2

DNS servers 192.168.70.3

Cancel

-
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17. On the Ready to complete stage 1 screen, review the settings and click on Finish
to start the deployment:

Migrate - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Target vCenter Server vesrmsitea.vdescribed.lab

« 1 Introduction
VM name VCSA-SITEB

+ 2 End user license agreement Deployment type vCenter Server with an Embedded Platform Services Controller
Deployment size Tiny

+ 3 Connect to source server
Datacenter Details

+ 4 Appliance deployment target

Datacenter SITEA
v 5 Selectfolder Compute resource esx02 vdescribed lab
Datastore Details
+ 6 Selectcompute resource . T
Datastore, Disk mode DATA, thin
+ 7 Setup target appliance VM Network Details
Network W Network
+ B Selectdeployment size
IP setlings IPv4 | static
+ 9 Selectdatastore IP address 192.168.70.88
Subnet k efix length 2552552550
+ 10 Configure network settings AL T
Default gateway 192.168.70.2
11 Ready to complete stage 1 DNS servers 192.166.70.3

Back q Cancel

18. Once the deployment is complete, click on Continue to proceed to the stage-2 of
the deployment process. Stage-2 is where you let VCSA VM connect to the source
vCenter and initiate the data migration.

19. On the Migrate - Stage 2 screen, click on Next to continue.
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20. You will be prompted with the same set of warnings generated by the migration-
assistant. Click on Close to continue.

21. The wizard will prompt you to join the same Active Directory domain as the

source vCenter. Supply the credentials of an Active Directory user with the
permissions to join a machine to the domain and click on Next:

Migrate - Stage 2: vCenter Server Appliance with an Embedded PSC

Join AD Domain

1 Introduction £ . . . . i . e
4 The source server is a member of an Active Directory (AD) Domain. Provide credentials with authorization so that the target

2 Connect to source vCenter can also join the same domain.
+ Server
AD domain vdescribed.lab
3 Join AD Domain . .
AD User name Administrator
ADPassword | sesssssesssennd] I T
A The credentials provide ess to

Back Next Cancel
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22. On the Select migration data screen, you can choose to migrate all or some of the
historical data and the configuration or just the configuration. Select an intended
option and click on Next to continue:

Migrate - Stage 2: vCenter Server Appliance with an Embedded PSC

. Select migration data
+ 1 Introduction ; .
Selectthe data that you wish to copy from the source vCenter Server for Windows
2 Connect to source vCenter
v Server The data sizes shown below represent only the data that will be copied to the target server. It does not correspond to the
actual size of your data on the source server The identity of the server will also be copied and the source server will remain

+ 3 Join AD Domain unchanged.

4 Select migration data Configuration (2.78 GB)

_) Configuration, events, and tasks (2.88 GB)

e ®' Configuration, events, tasks, and performance metrics (2.88 GB)

Back N% Cancel
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23. Choose to either join or not join the VMware CEIP and click on Next to continue.

24. On the Ready to complete screen, review the settings and confirm that you have
backed-up your vCenter Server by selecting the checkbox I have backed up the
source vCenter Server and all the required data from the database and click on
Finish to start the migration and configuration of the VCSA:

Migrate - Stage 2: vCenter Server Appliance with an Embedded PSC

Ready to complete

1 Infroduction T i . .
Va Review setftings before completing the wizard.

2 Connect to source vCenter

+ Server Source vCenter Server for Windows with embedded PSC

FQDN or IP address vesrmsiteb vdescribed lab
+ 3 Join AD Domain

Version 60
v 4 Select migration data Target vCenter Server Appliance with embedded PSC
v 5 Configure CEIP FQDN or IP address (temporary) 192.168.70.88

FQDN or IP address (post-migration) vesrmsiteb vdescribed lab
+ § Ready to complete Version 6505200

Migration Data
Data to copy Configuration, events, tasks, and performance metrics
Size 288GB

Customer Experience Improvement Program

CEIP setting Opted out

#| |have backed up the source vCenter Server and all the required data from the database.

Back q} Cancel

25. You will be warned about the fact that the source vCenter will be shut down
during this process. Click on OK to acknowledge and continue.

26. The data migration will begin, and once done, it will shut down the source
vCenter and configure the appliance VM.

27. Once the process completes successfully, click on Close.

28. You should now be able to login to the vSphere Web Client or the new HTML
client to view and manage the new vCenter.
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How it works...

The migration process deploys a vCSA Appliance and imports the data from the vCenter
windows installation. It retains vCenter Server's IP address, UUID, hostname,

SSL certificates, and management object reference IDs; therefore once the installation is
complete, the vCenter Server Windows machine is shutdown. If for any reason the upgrade
fails and the vCenter Windows machine is shut down, all you need to do is to power-off the
VCSA VM and power-on the vCenter Windows machine. The upgrade and migrate process
will not make any changes to the source Windows machine.

Upgrading the vCenter Server Appliance

An existing vCenter 5.5/6.0 Appliance can be upgraded to VCSA 6.5. This is done using the
upgrade wizard of the vCenter Appliance installer. An upgrade does not change the current
deployment model; if the vCSA is accompanied by external SSO/PSCs, then they will need
to be upgraded first. The upgrade procedure is the same for both vCSA and PSC appliances.

Getting ready

If the vSphere 5.5/6.0 environment has any of its component, running on Windows Server,
then the migration-assistant should be run to ready those component servers. Read the
instructions in the section Using the vCenter 6.5 Migration Assistant.

How to do it...

The following procedure will guide you through the steps required to upgrade an existing
vCSA 5.5/6.0 and its components to VCSA 6.5:

1. Once you have readied the Windows component servers using migration-
assistant, map the VCSA ISO to a machine that can be used to reach the source
VCSA over the network. The machine used for this purpose can be running
Windows, Linux or macOS.

2. Browse the VCSA ISO ROM contents and navigate to vcsa-ui-installer and
choose a subdirectory corresponding to your operating system
(1in64, mac, win32). In this case, we will navigate to the win32 directory and
run the executable installer.exe as an administrator to bring up the vCenter
Server Appliance 6.5 Installer window.
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3.

10.

11.
12.

13.

14.

15.

16.

17.

18.
19.

On the vCenter Server Appliance 6.5 Installer wizard window, click on
Upgrade to bring up the Upgrade - Stage 1: Deploy appliance window. Click on
Next to continue.

Accept the EULA and click on Next to continue.

Supply the source VCSA's FQDNY/IP and the SSO administrator's password and
also the FQDNY/IP and the credentials of the vCenter Server or ESXi host
managing the source VCSA.

Click on Yes to accept the source vCenter Server's SSL certificate.

On the Appliance Deployment Target screen, supply the FQDN/IP and the
credentials of the vCenter Server or ESXi host to deploy the VCSA VM.

Click on Yes to accept the vCenter/ESXi SSL certificate.
Supply VM name for the vCSA Appliance and set the Root password.

Choose an intended VCSA Deployment size and Storage size. Click on Next to
continue.

Select a datastore for the VCSA VM and click Next.

Choose a port group and a temporary static IP configuration, which will enable
the appliance VM to communicate with the source vCenter and migrate
configuration and other data.

On the Ready to complete stage 1 screen, review the settings and click on
Finish to start the VCSA 6.5 deployment.

Once the deployment is complete, click on Continue to proceed into the stage-2
of the deployment process. Stage-2 is where you let the VCSA VM connect to the
source vCenter and initiate the data migration.

On the Upgrade - Stage 2 screen click Next to continue.

You will be presented with the pre-upgrade check result. One of the important
recommendations/warnings will be to configure your destination cluster's DRS
automation level to manual. This is to make sure that the appliance VM is not
being moved around by DRS during the upgrade process. Click on Close to
continue.

On the Select migration data screen, you can choose to migrate all or some of the
historical data and the configuration or just the configuration. Select an intended
option and click on Next to continue.

Choose to either join or not join the VMware CEIP and click on Next to continue.
On the Ready to complete screen, review the settings and confirm that you have
backed-up your vCenter Server by selecting the checkbox I verify that I have
backed up this vCenter Server machine and click on Finish to start the
migration and configuration of the VCSA.
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20. You will be warned about the fact that the source vCenter will be shut down
during this process. Click on OK to acknowledge and continue.

21. The data migration will begin, and once done, it will shut down the source
vCenter and configure the appliance VM.

22. Once the process completes successfully, click on Close.

23. You should now be able to log in to the Web Client to view and manage the new
vCenter.

Upgrading ESXi Hypervisor

Once you have vCenter Server upgraded to version 6.5, the next step is to upgrade the ESXi
hosts. The upgrade procedure will depend on the current deployment architecture. For
instance, if all your ESXi hosts were deployed using the VMware Auto Deploy server, then
you'll have to update the image profile sourcing the streamed image using a new offline
bundle. As Auto Deploy is covered in chapter 5, Using vSphere Auto Deploy, in this chapter,
we will cover the upgrade of the ESXi host using the installation media. VMware ESXi can
also be upgraded by running the ESXi installer on each of the servers or use vSphere
Update Manager to perform the same activity. You will learn about patching/upgrading
ESXi hosts using VUM in chapter 14, Upgrading and Patching using vSphere Update Manager.

Getting ready

Before you begin any upgrade, it is very important to plan for it. So what would you need
to do to perform an upgrade of ESXi? You would, of course, need the ISO image
downloaded from VMware's website, but you would also need a method to present the ISO
to the physical machine so that it can boot from it. Most of the modern server equipment's
have a methodology to avoid the need to burn ISO to a physical DVD medium and then
insert it into the DVD drive of the physical machine. If you are an administrator, you might
already be aware of terms such as ILO (HP), DRAC (Dell), and KVM Manager (Cisco).
These are web-based tools that will connect to an RAC on the server and enable remote
access to the server's console via the Web. Enough said on what is available out there; let's
make a list of what you need to begin the upgrade:

e The ESXi 6.5 Hypervisor ISO image can be downloaded from VMware's
downloads page https://my.vmware.com/web/vmware/downloads

e Access to the remote console of the server on which the upgrade will be
performed
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How to do it...

The following procedure will walk you through the steps involved in upgrading ESXi
5.5/6.0 to ESXi 6.5 using the ESXi installer:

1. Boot the host with the ESXi 6.5 installer ISO mapped to it.
2. Choose ESXi 6.5 standard installer from the boot menu and press Enter:

E5Xi-6.5.8-281781848081-standard Boot Menu

E3Xi-6.5.8-281781848A1-standard Installer

Boot from local disk

3. Once the installer is fully loaded into the memory, you will be prompted with a
Welcome to the VMware ESXi 6.5.0 Installation screen. Now press Enter to
continue.

4. To accept the EULA and continue, press the function key F11.

5. Select the storage device that has the previous installation of ESXi and press F1 to
view the disk details:

Select a Disk to Install or Upgrade

= Contains a YMFS partition
# Clained by YMuare Yirtual SAN (VSAN)

Storage Device Capacity

Local:

Renote:
(none)
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6. On pressing F1, it will show you the Disk Details. In this case, it has detected an
ESXi 6.0 installation. Press Enter to go back to the Select a Disk to Install or
Upgrade screen:

ESX(i) Found: ESXi 6.0.0

(Enter) 0K

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continuve

7. At the Select a Disk to Install or Upgrade window, press Enter to continue.

8. On the ESXi and VMFS Found window, select the option Upgrade ESXi,
preserve VMEFS datastore and press Enter to continue:

(X) Upgrade ESXi, preserve VMF3 datastore

(Esc) Cancel (Enter) DK

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue
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9. On the Confirm Upgrade window, select the Upgrade option by pressing the F11
key:

Conf irm Upgrade

The installer is configured to your
system from ESKi 6.0.0 to ESXi 6.5.0 on:
npx .vnhbal :CO: TA:L\@.

10. If the upgrade completes successfully, you will be presented with an Upgrade
Complete success window. Now press Enter to reboot the ESXi host.

11. After a reboot, you should be able to see the ESXi 6.5 DCUI welcome screen.

You should now be able to connect to this vCenter using the embedded host client as well.
If the host was managed by a vCenter, then the inventory should now show this ESXi host
connected.

There is more...

Once you have vCenter and Update Manager upgraded and configured for use, the ESXi
host upgrades can be performed using VUM in a much more effective manner. You will be
able to run the upgrades simultaneously on more than one ESXi host using VUM
remediation. You will learn more about this in chapter 14, Upgrading and Patching using
vSphere Update Manager.

It is important to note that although there are means to retain your
Microsoft Windows servers to run the vCenter components, there is no
longer a compelling reason to do so. The vCenter Server Appliance is the
way ahead, and you need not be surprised to see VMware completely
removing the dependency on Microsoft OS or external databases in its
future releases.
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Greenfield Deployment of
vSphere 6.5

In this chapter, we will cover the following recipes:

e Deploying VMware ESXi 6.5

¢ Configuring the ESXi Management Network

¢ Deploying vCenter Server Appliance 6.5

¢ Deploying External Platform Service controllers

¢ Deploying vCenter Servers in Enhanced Linked Mode
¢ Configuring SSO identity sources

e Assigning users and groups to vCenter Server

Introduction

vSphere components ESXi and vCenter Server form the foundation of any modern day data
center that is virtualized using VMware. Planning the deployment of these components and
its execution is important as it forms the base for any other solution. We reviewed how
scalable ESXi 6.5 is when compared to ESXi 5.5 or 6.0 in the previous chapter. Also, as
mentioned in the previous chapter, there is no practical reason to use a Microsoft Windows
Server to host vCenter and its components any longer. The vCenter appliance is the future,
and with vSphere 6.5, VCSA is not a fully functional appliance with VUM integrated into it.
For the same reason, we will not cover the installation of vCenter on a Windows server in
this chapter.
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Deploying vSphere ESXi 6.5

The very first component that you will install in a fully virtualized VMware environment is
the ESXi hypervisor. Although there are different methods of deploying ESXi 6.5, which
include the use of auto deploy or an installation script, we will review how ESXi can be
deployed using the interactive installer.

Getting ready

The installation of ESXi 6.5 is pretty straightforward. It is recommended that you refer to
the VMware Compatibility Guide web page to verify whether the server hardware is
compatible with ESXi 6.5; this is available at http: //www.vmware.com/resources/
compatibility/search.php. Once you have made sure that the server hardware is
compatible, the next step is to make sure that the server meets the hardware capacity
requirements:

e The host should have at least two 64-bit x86 CIPU cores

¢ AMD No Execute (NX) and Intel Execute Disable (XD) processor functions are to
be enabled in the server BIOS

¢ To be able to run 64-bit operating systems on virtual machines, you will need to
enable the use of hardware virtualization (Intel VT-x or AMD RVI) in the server
BIOS

¢ A minimum of 4 GB of physical memory for hypervisor alone and an additional 4
GB to start hosting virtual machines

For more details on the hardware requirements, refer to the ESXi Hardware
Requirements section of VMware vSphere 6.5 Installation and
Conﬁguraﬁon(hﬂde(https://docs.vmware.com/en/VMwarefvSphere/6.

5/vspherefesxifvcenterfserverf65finstallationfsetupfguide.pdf)

Downloading ESXi 6.5 and mapping it to the server

You will need the ISO image downloaded from VMware's website, but you would also
need a method to present the ISO to the physical machine so that it can boot from it. Most
modern server equipment has a methodology to avoid the need to burn ISO to a physical
DVD medium and then insert it into the DVD drive of the physical machine. If you are an
administrator, you might already be aware of terms such as ILO (HP), DRAC (Dell), and
KVM Manager (Cisco).
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These are web-based tools that will connect to a Remote Access Card (RAC) on the server
and enable remote access to the server's console through the web. Enough said on what is
available out there; let's make a list of what you need to begin the upgrade:

e The ESXi 6.5 hypervisor ISO image downloaded from VMware's downloads

page https://my.vmware.com/web/vmware/downloads

e Access to the remote console of the server on which the installation will be
performed

How to do it...

The following procedure will guide you through the steps involved in deploying ESXi 6.5
using the interactive installer:

1. Boot up the server with the ESXi 6.5 ISO mapped to it.

2. On the ESXi 6.5 standard boot menu, select the standard installer, as shown, and
press the Enter key to continue:

ESXi-6.5.A-2A17A1A4AA1-standard Boot Menu

ESXi-6.5.A-2A17A1A4AA1-standard Installer

Boot from local disk

3. Once the installer is fully loaded into the memory, you will be prompted with
a Welcome to the VMware ESXi 6.5.0 Installation screen. Now, press the
Enter key to continue.
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4. To accept the EULA and continue, press the F11 function key.

5. On the Select a Disk to Install or Upgrade screen, select a storage device to
install ESXi on it. Make a cautious effort to select the correct disk for the
installation, as this will erase any data on the selected disk. The selection can be
made using the up/down arrow keys. With the intended storage device selected,
you can optionally hit the FI function key to view the details of the storage device
selected. This is another way to make sure that you have selected the correct disk
for the installation. In this case, the installer has only detected a device attached
to the local controller. If necessary, you could hit F1 to fetch more details about
the device:

YMuare, WYMuware VYirtual S (mpx.vmhbal:CO:TO:LO) 40.00 GiB

Hit F1 to review the storage
device details

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Cont inue

6. (Optional step) On hitting F1, you will be presented with the storage device
details. Review the details and hit Enter to exit the details screen and return:
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7.

8.
9.

ESX(i) Found: No

(Enter) DK

(Esc) Cancel (F1) Details (F5) Refresh (Enter) Continue

(Optional step) When you are back to the Select a Disk to Install or Upgrade
screen, hit Enter to confirm the selection and continue.

Select the keyboard layout and hit Enter to continue. The default is US Default.
Supply a root password and hit Enter to continue.

At this stage, the installer will scan the server hardware for additional
information or prerequisites that it would need to proceed further. If any

do not have Intel VT-x or AMD-V enabled in the BIOS, then it will warn
you about that. It can also warn you about unsupported devices detected

0 of the pre-checks fail, you will be warned accordingly. For instance, if you

10.

11.

12.

13.

during the scan. Most warnings will not stop you from proceeding further,
but will only indicate what will not be configured or supported.
Hit Enter to continue.

At the Confirm Install screen, review the device that will be erased and
partitioned. Hit F11 to start the installation or hit F9 to go back and make any
changes needed.

You will now see the Installing ESXi 6.5.0 screen showing the progress of the
installation. This will take a few minutes to complete.

Once the installation is complete, you will be presented with an Installation
Complete message screen. At this point, eject or unmount the CD/DVD drive or
image, and hit Enter to reboot the machine.

A rebooting server message is displayed, indicating that the server is about to be
rebooted. There is nothing that you have to do on this screen.
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14. Once the reboot is complete, you will be at the main screen for ESXi 6.5.0:

YMuare ESXi 6.5.0 (VMKernel Release Buwild 4887370)

VMuare, Inc. YMuare Virtual Platform

2 x Intel(R) Core(TH) i7 CPU 960 @ 3.20GHz
4 GiB Memory

Dounload tools to manage this host from:
http://192.168.70.129/ (DHCP)
http://[feB0: :20c:29ff :fedf :ec611/ (STATIC)

<F2> Customize System/View Logs <F12> Shut Doun/Restart

15. Once the installation is complete, you will need to supply the basic network
configuration. The next recipe, Configuring ESXi Management Network, covers this.

Configuring ESXi Management Network

After the ESXi installation is complete, it is essential to configure its management network
before it can be accessed. The management network is what makes the ESXi become a part
of a network. It is backed by a VMkernel network interface. We will learn more about these
in the networking chapter. The ESXi hypervisor runs a DHCP client, so it does procure a
DHCP address if there is a DHCP server on its network; but, in most cases, that is not
enough. For instance, if your management network is on a VLAN, then you will need to
configure the VLAN ID. Also, it is recommended that the ESXi hosts be assigned with a
static IP address. Hence, it becomes important to configure the management network of an
ESXi host after it is installed. In this recipe, we will use the Direct Console User

Interface (DCUI) to achieve this.
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Getting ready

You will need access to the host's console via its IPMI interface DRAC/ILO/KVM, the root
password, and the TCP/IP configuration that you would like to assign to the ESXi
Management Network.

How to do it...

The following procedure will walk you through the steps required in setting up the TCP/IP
configuration for the ESXi's Management Network:

1. Connect to the console of the ESXi host. Hit the F2 function key to log in to the
DCUI by supplying the root password.

2. Select Configure Management Network and hit Enter:

System Customization Conf igure Management Network

Conf igure Password Hostname:
Conf igure Lockdoun Hode localhost

onf igure Management Network IPv4 Address:

Restart Management Metwork 192.168.70.129
Test Management Network

Network Restore Options Network identity acquired from DHCP server 192.168.70.254

Conf igure Keyboard IPv6 Addresses:
Troubleshooting Options Tedl: :20c:297f :feff :ecbl/64

View System Logs To view or nodify this host’s management network settings in
detail, press <Enter>.
View Support Information

Reset System Configuration

<Enter> Hore <Esc> Log Dut

3. You will now be presented with options to select the Network Adapters for the
management network, supply an optional VLAN, configure IPv4 and IPv6
settings, and DNS settings.
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4. The Network Adapters option can be used to assign more adapters to the
Management Network port group. Once you have selected the NICs to use, hit
Enter to return to the Configure Management Network menu:

Network Adapters

load-balancing.

<D> Vieuw Details <Space> Toggle Selected

Select the adapters for this host’s default management network

connection. Use tuo or more adapters for fault-tolerance and

Device Mame Harduare Label (MAC Address) Status

[X] vmnicO Ethernetd (...c:29:7f:ec:b6l) Connected (...)
vianicl Ethernetl (...c:29: Connected

[ 1wvnnic? Ethernet?2 (...c:29:7f:ec:75) Connected

[ 1wvnnic3 Ethernet3 (...c:29:7f:ec:7f) Connected

[ 1 vnnicd Ethernet4 (...c:29:7f:ec:89) Disconnected

[ 1wvnnich EthernetS (...c:29:7f:ec:93) Disconnected

<Enter> OK | <Esc> Cancel

5. Select IPv4 Configuration and hit Enter. Use the keyboard arrow keys to select
the Set static IPv4 address and network configuration option and hit the
spacebar to confirm the selection. Supply the static IPv4 Address, Subnet Mask,
and Default Gateway, hit Enter to save the settings, and return to the Configure

Management Network menu:

IPv4 Configuration

This host can obtain network settings avtomatically if your network

includes a DHCP server. If it does not, the following settings must be

specified:

( ) Disable IPv4 configuration for management network
( J Use dynamic IPv4 address and network configuration
(o) Set static IPv4 address and network configuration:

IPv4 Address
Subnet Mask

Up/Doun> Select <Space> Mark Selected

Default Gateuay (192 .165.70 . 2N

[ 192.168.70.99 1
[ 255.255.255.0 1

<Enter> 0K <Esc> Cancel
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6. Select DNS Configuration and hit Enter. Supply the primary and alternate DNS
servers and the hostname. Hit Enter to save the settings and return to the

previous menu:

DNS Conf iguration

This host can only obtain DNS settings automatically if it also obtains
its IP configuration automatically.

( ) Dbtain DNS server addresses and a hostname automatically
(o) Use the following DNS server addresses and hostname:

Primary DNS Server [ 192.168.70.2 ]

Alternate DNS Server [ ]
ostnane [ esx04.vdescribed. lab_ 1

Up/Doun> Select <Space> Mark Selected <Enter> OK | {Esc> Cancel

If you do not supply an FQDN, then make sure you configure a custom
DNS suffix. The option to do so is available on the Configure
Management Network screen.

7. (Optional step) Use the Custom DNS Suffixes option to enter the Suffixes:

Custom DNS Suffixes

DNS queries will attempt to locate hosts by appending the

suffixes specified here to short, unqualified names.

Use spaces or commas to separate multiple entries.

[Suffixes: [ wdescribed.lab_

KEnter> 0K <Esc> Cancel
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8. (Optional step) To assign a VLAN ID to the management network, select VLAN
(optional), hit Enter, supply the VLAN number, and hit Enter again to return to
the Configure Management Network screen:

VLAN (optional)

If you are unsure hou to configure or use a VLAN, it is safe to
leave this option unset.

LAN ID (1-4094, or 4095 to access all VLANs): [ 100_ 1

[ Enter> 0K | <Esc> Cancel

9. Once you are done with all the network configuration, while on the Configure
Management Network: Confirm screen, hit Esc to be prompted to apply the
changes by seeking consent for a restart of the management network. Hit Y to
apply the settings.

10. If you go back to the DCUI of this ESXi host, it should now show the static IP
configured:

VYMuare ESXi 6.5.0 (VYMKernel Release Build 4887370

VYMuare, Inc. VMuare Virtual Platform

2 x Intel(R) Core(TM) i7 CPU 960 @ 3.20GHz
4 GiB Memory

Dounload tools to manage this host fron:
http://esxb4/
| http://192.168.70.99/ (STATIC)

<F2> Custonize System/Vieu Logs <F12> Shut Doun/Restart

11. With the networking configured, you should now be able to connect to the ESXi
host using the vSphere Client or add the host to a vCenter Server. Both can be
achieved only if the ESXi management IP is reachable from the machine where
the vSphere Client is installed or from the vCenter machine.
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There is more...

IPv6 is enabled by default. If you do not intend to use version 6, then it can be disabled
from the Configure Management Network screen.

Select IPv6 Configuration and hit Enter to bring up the IPv6 Configuration window. Hit

the spacebar to disable the selection, and then hit Enter:

IPv6 Conf iguration

This host can obtain netuwork settings avtomatically if your netuwork

supports Stateless Address Autoconfiguration (SLAAC) or includes a
DHCPv6 server. If it does not. static settings must be specified:

(0) Disable IPv6 (restart required)

( ) Use dynamic IPv6 address and network configuration
[ 1 Use DHCPuvb
( ) Set static IPv6 address and network configuration

Static address #1 [
Static address #2 [
Static address #3 L
Default gateway [

[y Sy

{Up/Doun> Select <Space> Mark Selected <Enter> 0K <Esc> Cancel

Disabling IPv6 will require a reboot of the ESXi host for the network changes to take effect.

Deploying vCenter Server Appliance 6.5

vCenter Server Appliance 6.5 comes with a GUI installer that can run from different
platforms (Windows, Linux, or macOS). The installer by itself has software and hardware
requirements that need to be met for optimal performance during installation:

Operating system CPU Memory | Storage
macOS Mavericks/Yosemite/El Capitan |4 cores or vCPUs at 2.4 GHz | 8 GB 150 GB

Windows 7, 8, 8.1, and 10 4 cores or vCPUs at 2.3 GHz |4 GB 32 GB

SUSE 12 (64-bit) or Ubuntu 14.04 (64-bit) | 2 cores or vCPUs at 2.3 GHz |4 GB 16 GB
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How to do it...

The following procedure will guide you through the steps involved in deploying VCSA 6.5
with an embedded PSC:

1. Map and browse the contents of the VCSA ISO ROM, navigate to vesa-ui-
installer, and choose a subdirectory corresponding to your operating system
(1in64, mac, win32). In this case, we will navigate to the win32 directory and
run the executable installer.exe as an administrator to bring up the vCenter
Server Appliance 6.5 Installer window:

ez ETES

@C_\)v | . = Computer = DVD Drive (D:) CDROM = vcsa-ui-installer = win32 ~ - l‘ajl Search win32 m
Organize *  Burn to disc =~ O :@n
= &* DVD Drive (D:) COROM ;I MName * Date modified | Type | Size | I;
. dbschema

N . + Files Currently on the Disc (20)
. migration-assistant

| umds locales 1/18/2017 3:48 PM File folder
| vesa resources 1/18/2017 3:48 PM File folder
_ ._vesa-di-installer || blink_image_resources_200_percent.pak 10/11/2016 3:08 AM PAK File 57KB
Bl 1} vesa-i-installer || content_resources_200_percent.pak 10/11/2016 3:08 AM  PAK File 1KB
 ling4 || content_shell.pak 10/11/2016 3:08AM  PAK File 9,622KB
Bl mac |%| d3dcompiler_47.dll 10/11/2016 3:08 AM Application extension 3,336 KB
| locales || ffmpeg.dll 10f11f2016 3:08 AM  Application extension 1,913KB
} resources icudtl.dat 10/11/2016 3:08 AM ___ DAT File 3,390 KB
B s DATA [E) ) [ *installer 10/11/2016 3:08 AM  Application 60,615KB [
5 shared Folders (\\vmware-host) (Z:) 2 lbEGL. dil 10f11/2015 3:08 AM  Application extension 95KB )
€ Network %) IbGLESV2.dI 10/11/2016 3:08 AM  Application extension 2,187 KB —]
@f Control Fanel | uicense 10/11/2016 3:08 AM  File KB
o] Recydle Bin
; Miare-/CSHogs- 2017036210812 & LICENSES. chromium 10f11f2016 3:08 AM  Chrome HTML Docu... 3KB
|| natives_blob.bin 10f11/2016 3:08 AM  BIN File 386 KB
E %] node.dl 10f11f2016 3:08 AM  Application extension 12,675KB L‘

l 20 items

2. On the vCenter Server Appliance 6.5 Installer window, click Install to bring up
the Install - Stage 1: Deploy Appliance window. Click Next to continue:

3. Accept the EULA and click Next to continue.
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4. Choose a deployment type. In this case, we are deploying a vCenter Server with
an Embedded Platform Services Controller.

5. The same installation wizard can be used to deploy external PSCs and vCenter
Servers without PSCs as well. Click Next to continue.

6. On the Appliance deployment target screen, supply the IP address/FQDN and
the credentials of the vCenter or the ESXi host the appliance VM will be deployed
onto. In this case, the target is an ESXi host. Click Next to continue:

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

i
T
i

esx04.vdescribed.lab

m

{b Cance

7. Click on Yes to accept the target host's SSL certificate.

8. On the Setup appliance VM screen, supply a name for the VM and set the
password for its root user. Click Next to continue.
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9. Select an intended deployment size and click Next to continue:

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

v 1 Introduction

+ 2 End user license agreement

+ 3 Selectdeployment type

« 4 Appliance deployment target

+ 5 Setup appliance ViV

6 Selectdeployment size

Select deployment size

Select the deployment size for this vCenter Server with an Embedded Platform Services Controller.

For more information on deployment sizes, refer to the vSphere 6.5 documentation.

Deployment size

: Storage size

Tiny v

Default v

Resources required for different deployment sizes

Deployment Size vCPUs Memory (GB)

Tiny
Small
Medium
Large

X-Large

2
4
8
16
24

10
16
24
32
48

Storage (GB) Hosts (up to) VMs (up to)

250
290
425
640

980

10 100
100 1000
400 4000
1000 10000
2000 35000

Back m') Cancel
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10. Select a datastore to place the appliance VM in. You can perform the Thin
provisioning (TP) on the VMDKs if you choose to, by selecting Enable Thin
Disk Mode. Click Next to continue:

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Select datastore

o2 UL Select the storage location for this vCenter Server with an Embedded Platform Services Controller.

« 2 End user license agreement

Name T | Type Y | Capacity Y |Free v T | Provisio... Y  Thin Provisioning T
v 3 Selectdeploymenttype —> VCSA DS VMFS 29975 GB 298.34 GB 1.41GB true
4 Appliance deployment target datastore1 VMFS 325 GB 31.55GB 4972 MB frue
2 items

+ 5 Setup appliance VM

v 6 Selectdeployment size i @ Enable Thin Disk Mode G

7 Selectdatastore

Back q Cancel
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11. On the Configure network settings screen, supply a System name (which can
either be the IP address or FQDN for the appliance) and the IP configuration.
Click Next to continue:

Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

+ 1 Introduction

+ 2 End userlicense agreement

+ 3 Select deployment type

+ 4 Appliance deployment target

+ 5 Setup appliance WM

+ G Select deployment size

v T Select datastore

8 Configure network settings

Configure network settings

Configure network settings for this vCenter Senver with an Embedded Platform Senvices Controller.

Netwaork

IP version

IP assignment

System name

IF address

Subnet mask or prefix length

Default gateway

DNS servers

VM Network v

IPvd ¥

static v
vesabb01.vdescribed.lab

192.168.70.177

192.168.70.2

192.168.70.3

Back m Cancel

If you do not specify a System name, then the IP address will be used as
the actual system name. The system name will be used in the SSL

certificates of the appliance VM.

12. On the Ready to complete stage 1 screen, review the settings and click Finish to
deploy the appliance.

13. Once the deployment completes successfully, you will be presented with a screen
indicating deployment is complete. Click Continue to start the stage 2 installer

wizard.

If you accidentally close the wizard or choose to continue at a later time,
then the stage 2 installer can be started by connecting to the appliance
administration URL: https://VCSA IP or FQDN:5480 and using the Set
up vCenter Server Appliance option.
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14. On the Install - Stage 2: Set Up vCenter Server Appliance with an Embedded
PSC screen, click Next to continue.

15. On the Appliance configuration page, the IP configuration will be pre-
populated. However, you will need to decide on the Time synchronization
mode. You can either choose to synchronize time with the ESXi host or use NTP
servers. It is recommended to time synchronize all your vSphere components
with an NTP server. Supply the NTP servers IP address(s) and click Next to
continue:

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

< 1 [T Appliance configuration
] c

2 Appliance configuration MNetwork configuration Agssign static IP address v
IF version IPvd v
System name vesab501.vdescribed. lab !
: ik IP address 192.168.70.177
Re . Subnet mask ar prefix length 255.255.255.0
Default gateway 192.168.70.2
192.168.70.3
DNS servers

Time synchronization mode Synchronize time with NTP servers v

NTP servers (comma-separated list) i | 192168703

Enabled v | €=—e

Back q Cancel
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16. On the SSO configuration screen, supply an SSO domain name (the default is
vsphere.local), set the password for the SSO administrator, and add a Site
name:

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

v 1 Introduction S350 configuration

550d i e N
v 2 Appliance configuration S cmainnamne vsphere.local
" 550 user name administrator
3 S50 configuration
S§80password | sesssssesses

Confirmpassword | sesesssenses

Site name Site-A|

InvCenter 6.5, joining a vCenter with embedded PSC to an external PSC is not supported. For more information on
recommended vCenter and PSC topologies, refer to the vCenter Server documentation.

Back m') Cancel

Using vsphere. local as the SSO domain name is perfectly fine, unless
you want to change it. Changing the default SSO domain name is only
possible with vSphere 6.0 and above.

17. On the Configure CIEP screen, choose whether or not to join the Customer
Experience Improvement Program (CEIP) and click Next to continue.

18. On the Ready to complete screen, review the settings and click Finish to initiate
the configuration of services in the appliance.

19. Once the appliance setup is complete, you will be presented with a screen
indicating this. Click Close to exit the wizard.

You should now be able to connect to the vCenter Server using the vSphere Web Client
URL provided in the previous screen. URL https://FQDN or IP of the
appliance:443/vsphere-client/
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Deploying External Platform Services
controllers

Starting with vSphere 6.0, VMware have bundled essential services such as the SSO,
inventory service, and certificate management into a single manageable solution called the
Platform Services Controller (PSC). The PSC can be installed on the same machine as the
vCenter, installed on a separate supported Windows machine, or a PSC running on the
virtual appliance.

Getting ready

Before we learn to deploy PSC, it is important to understand that there is more than one
deployment model supported by VMware. Although PSC can be deployed as an embedded
service along with VCSA, VMware does not support the pairing of an embedded PSC
instance with an external PSC. Therefore, it is important to decide on the deployment model
before we proceed:

¢ Single PSC model: A single PSC servicing more than one vCenter. The PSC in
this case is a single point of failure.

e Shared SSO domain PSC model: More than one PSC servicing the same SSO
domain. Although the PSC is not a single point of failure, there is no automated
failover if one of the PSCs fail. The PSCs can be of different SSO sites.

¢ PSCs behind a load balancer: More than one PSC servicing the same SSO
domain and same SSO site. No single point of failure at the PSC layer. If one of
the PSCs fails, then the load balancer will redirect future requests to the surviving
PSC node. However, this requires the use of an NSX Edge or a third-party load
balancer.

VMware supports the pairing of PSC instances regardless of the platform
0 (appliance or Windows) they are deployed on.
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How to do it...

The procedure to deploy an external SSO has two stages. The first stage is similar to
deploying a VCSA and most of the critical configuration is done in stage 2. We will also
cover the steps required to join a PSC to an existing SSO domain for high availability and
multi-site configuration. The steps will be covered in two separate parts, part-1 will cover
the deployment of a new PSC for a new SSO domain and part-2 will cover joining a PSC to
an existing SSO domain.

Part 1 - Deploying a PSC for a new SSO domain

The following procedure will help you deploy a new PSC appliance for a new SSO domain:

1. Map and browse the contents of the VCSA ISO ROM, navigate to vesa-ui-
installer and choose a subdirectory corresponding to your operating system
(1in64, mac, win32). In this case, we will navigate to the win32 directory and
run the executable installer.exe as an administrator to bring up the vCenter
Server Appliance 6.5 Installer window.

2. On the vCenter Server Appliance 6.5 Installer window, click Install to bring-up
the Install - Stage 1: Deploy appliance window. Click Next to continue.

3. Accept the EULA and click Next to continue.

4. On the Select deployment type screen, select Platform Services Controller and
click Next to continue.

5. On the Appliance deployment target screen, supply the IP address/FQDN and
credentials of the vCenter or the ESXi host the appliance VM will be deployed
onto. In this case, the target is an ESXi host. Click Next to continue.

6. Click Yes to accept the target host's SSL certificate.

7. On the Setup appliance VM screen, supply a name for the VM and set the
password for its root user. Click Next to continue.

8. Select a datastore to place the appliance VM. You can perform the Thin
provisioning on the VMDKSs if you choose to, by selecting Enable Thin Disk
Mode. Click Next to continue.
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9. On the Configure network settings screen, supply a System name (which can
either be the IP address or FQDN for the appliance) and the IP configuration for
the PSC, and click Next to continue:

Install - Stage 1: Deploy Platform Services Controller

« 1 Introduction

« 2 End user license agreement

« 3 Selectdeployment type

« 4 Appliance deployment target

«" 5 Setup appliance VM

« G Selectdatastore

7 Configure network settings

Configure network settings

Configure network settings for this Platform Services Controller.

Network

IP version

IP assignment

System name

IP address

Subnet mask or prefix length

Default gateway

DNS servers

VM Network v

1Pvd v

static v
psc01.vdescribed. lab
192.168.70.131
255.255.255.0
192.168.70.2

192.168.70.3

10. On the Ready to complete stage 1 screen, review the setting and click Finish to

deploy the PSC appliance VM.

11. Once the deployment completes successfully, you will be presented with a screen
indicating this. Click Continue to start the stage 2 installer wizard.

12. On the Install - Stage 2: Set Up Platform Services Controller Appliance screen,
click Next to continue.

13. On the Appliance configuration screen, configure Time synchronization and
click Next to continue.
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14. On the SSO configuration screen, choose the option to Create a new SSO
domain and supply the SSO domain name, SSO password, and SSO Site name
values, and click Next to continue:

Install - Stage 2: Set Up Platform Services Controller Appliance

o DT S50 configuration

2 Appliance configuration ® Create a new S50 domain

. S50 domain name vsphere.local

=y

w

SO configuration
S50 user name administrator

§SOpassword | eeecssseeens
Confirmpassword i | ssessssssess

Site name Site-DC

Join an existing SSO domain

Back q Cancel

15. On the Configure CEIP screen, choose whether or not to join VMware CIEP and
click Next to continue.

16. On the Ready to complete screen, review the setting and click Finish.

17. The installer will warn you about the fact that you will not be able to pause or
stop the installation once started. Click OK to continue.

18. Once the installation completes successfully, you will be presented with a screen
indicating this. Click Close to exit the wizard.

Part 2 - Joining a PSC to an existing SSO domain

The following procedure will help you deploy a new PSC appliance and join it to an
existing SSO domain for high availability or multi-site configurations:

1. Follow steps 1 through 11 from the section Part 1 — Deploying a PSC for a new SSO
domain to deploy a new PSC.
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Keep in mind that each PSC appliance will need a unique Appliance VM
Name, FQDN, and IP configuration.

2. Once deployed, on the Install - Stage 2: Set Up Platform Services Controller
Appliance screen, click Next to continue.

3. On the Appliance configuration screen, configure Time synchronization and
click Next to continue.

4. On the SSO configuration screen, choose the option to Join an existing SSO
domain and supply the FQDN or IP address of the existing PSC appliance,
the SSO domain name you intend to join, and the SSO password. Click Next to

continue:

Install - Stage 2: Set Up Platform Services Controller Appliance

« 1 Introduction

« 2 Appliance configuration

3 S50 configuration

SS0 configuration

Create a new 550 domain

* Join an existing $SO domain
Platform Services Controller
HTTPS port
550 domain name
550 user name

550 password

psc01.vdescribed.lab i
443
vsphere. local i

administrator

&>

Cancel
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5. On the SSO Site Name screen, you can either choose to join an existing SSO site
or create a new SSO site:
e If you intend to join an existing site, then select Join an existing site
and select the SSO site name from the drop-down box:

SS0O Site Name

®' Join an existing site
: S50 site name Site-DC ¥ |
To get high availability for the Platform Services Controller, a supported load balancer is required. (i
....... Createanewsne%
Select this option for a multisite deployment.

S50 site name

High
Availability

e If you intend to create a new site for a multi-site setup like SRM, then
select Create a new site and supply an SSO site name:
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SS0 Site Name

Join an existing site

i® Create a new site €—

550 site name Site DC r

To get high availability for the Platform Services Controller, a supported load balancer is required. (i

Select this option for a muliisite deployment.

S50 site name Site-DR

Multisite

10.

With the desired option selected (in this case, I have chosen to create a new site
Site-DR), click Next to continue.

Choose whether or not to join VMware CEIP and click Next to continue.

On the Ready to complete screen, review the setting and click Finish.

The installer will warn you about the fact that you will not be able to pause or
stop the installation once started. Click OK to continue.

Once the installation completes successfully, you will be presented with a screen
indicating this. Click Close to exit the wizard.

The previous procedure (part 1 and part 2) will result in an environment with the PSCs
psc01 and psc02 joined to the same SSO domain, vsphere.local, in a multi-site mode.

As mentioned before, VMware does not support the pairing of an
embedded PSC with an external counterpart. The installer also does this
pre-check and throws a warning.
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How it works...

The PSC can become a single point of failure if it is not protected. If a PSC becomes
unavailable, then the vCenter or the components that were using the PSC will not be able to
allow new connections or user sessions. Already active connections or sessions would
continue to remain active. The same applies to the vCenter service as well. If, for any
reason, the vCenter service is stopped, then you will not be able to restart it without the PSC
being available.

You can have more than one PSC deployed for a set of vCenters; they sync data between
them, but high availability is not built into them. This means that, if one of the PSCs fails for
any reason, the existing ones would not take over the role of the failed PSC. To achieve high
availability, you will need to put the PSC nodes behind a network load balancer.

9 The PSC VMs should be in an HA-enabled cluster for increased resiliency.

A PSC has the following components:

e VMware Certificate Authority
e VMware SSO
e VMware Licensing Service

VMware Certificate Authority

VMware Certificate Authority (VMCA) is a service that helps manage the certificates used
by vCenter, its components, and the ESXi hosts it manages. It offers a command-line
interface. It is a requirement that the certificates and the private keys are stored in a VMCA
key store, with the exception of the ESXi host certificates, which are stored locally on the
hosts.

We will learn more about VMCA in chapter 14, Upgrading and Patching
0 using vSphere Update Manager.
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VMware Single Sign-On

VMware SSO is an authentication server released with vSphere 5.1. With version 5.5, it has
been re-architected so that it is simple to plan and deploy and easier to manage. With
vSphere 6.0 and 6.5, it is now embedded into the PSC.

With vSphere 5.1, SSO had an option to use an external database.
However, starting with vSphere 5.5, this was no longer possible; SSO now
uses an embedded PostgreSQL database.

It is an authentication gateway, which takes the authentication requests from various
registered components and validates the credential pair against the identity sources added
to the SSO server. The components are registered to the SSO server during their installation.

Here are some of the components that can register with VMware SSO and leverage its
ability, and these components, in SSO terms, are referred to as SSO clients:

e VMware vCenter Server

e VMware vCenter inventory service

e VMware vCenter Orchestrator

e VMware vShield manager

e VMware vCloud Director (partial integration)
e VMware vSphere Web Client

e VMware vSphere Data Protection

e VMware log browser

Once authenticated, the SSO clients are provided with a token for further exchanges. The
advantage here is that the user or administrator of the client service is not prompted for a
credential pair (username and password) every time it needs to authenticate.

SSO supports authenticating against the following identity sources:

Active directory

Active directory as an LDAP server
Open LDAP
Local OS
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VMware licensing service

The VMware licensing service is designed to act as a repository that will host the licensing
information of all VMware products that are compatible with the PSC. Now that licensing is
managed by a separate service, you will no longer have to perform license management on
every vCenter Server in your environment. Since every vCenter 6.0 will have a PSC
associated to it, license management is no longer dependent on the availability of vCenter.
License information is replicated between only those PSCs which are in the same SSO
domain.

Deploying vCenter Servers in Enhanced
Linked Mode

In large environments, there can be more than one vCenter Server deployed to manage
resources; it is beneficial to view all the vCenter inventories from a single management
plane. This can be achieved using Enhanced Linked Mode.

Enhanced Linked Mode (ELM) enables the linking of more than one vCenter Server, be it
vCenter installed on a Windows machine or the VCSA. Although it is referred to as a
method to link vCenter Servers together, the actual linking happens between the PSCs the
vCenters are connected to. It is done by making the PSCs join a single SSO domain. This is a
requirement. The PSCs in the same SSO domain will replicate roles and permissions,
licenses, and other details, letting the administrator perform a single login into the vSphere
Web Client to view and manage inventory objects of all the linked vCenter Servers.

Enhanced Linked Mode doesn't work with the standard vSphere Client. It
0 is only supported with the vSphere Web Client.

How to do it...

To enable Enhanced Linked Mode, all you need to do is make the PSCs corresponding to
the vCenter Servers participate in the same SSO domain. For instructions on how to
perform this activity, refer to the Deploying External Platform Services controllers section of
this chapter. Keep in mind, though, that you will only be able to join/pair PSCs during its
installation or deployment.
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You have CLI options to repoint a vCenter to a different PSC, but you
cannot point an already deployed/installed PSC to a different SSO domain.

In scenarios where you intend to link already deployed vCenter Servers, deploy a new PSC
in the same SSO domain and repoint one of the vCenter Servers to the newly deployed PSC.
For instructions on how to repoint vCenter to PSC, read the VMware Knowledge Base
article How to repoint vCenter Server 6.x between External PSC within a site (2113917) https://
kb.vmware.com/kb/2113917.

Configuring SSO identity sources

An identity source is nothing but a repository of users and groups. These can be the local
operating system users, Active Directory, or OpenLDAP and VMDIR sources.

How to do it...

The following procedure will guide you through the steps required to add identity sources
to the SSO server:

1. Use vSphere Web Client to connect to vCenter Server. The URL will use the
following syntax:

https://<IP Address or FQDN>:9443/vsphere-client
#Examples:

https://localhost:9443/vsphere-client
https://vcsa6501.vdescribed.lab:9443/vsphere-client

2. Log in using the default SSO administrator and its domain (the default is
vsphere.local).
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3. Use the vCenter inventory list to go to Administration:

vmware* vSphere Web Client

(i} Home

Navigator

.

|

Ctri+Alt+1

[ Hosts and Clusters

<4 Back

[ Hosts and Clusters
WWis and Templates
E3 Storage

€ Networking

Content Libraries
Global Inventory Lists

i Policies and Profiles
@, Update Manager

&% Administration

WV OV W W W W W

Tasks

J Home [E] Ms and Templates

B Storage

€ Networking

Content Libraries
i Global Inventory Lists

Inven

Ctri+Alt+2
Ctrl+Alt+3
Cirl+Alt+4
Ctri+Alt+5
Ctrl+Alt+G
Cirl+Alt+7

Hos ici
Cll@ Policies and Profiles

@, Update Manager

% Administration A

Tasks
|m Events

Operaf|

Taslq! &7 Tags & Custom Affributes

@, New Search
[ Saved Searches

4. Click on Configuration from the Single Sign-On category on the left-pane,

navigate the Identity Sources tab, and click on the green + icon to bring up the

Add identity source wizard:

vmware* vSphere Web Client

fi=

Navigator ) §

& §50 Configuration for

501.vdescribed.lab

<4 Back

Administration
~ Access Confrol

0>+

Mame
Raoles _

Global Permissions =
= Single Sign-On

Users and Groups

Configuration =]

« Licensing

Policies | ldentity Sources

Ceriificates

SAML Service Providers

%
Server URL

% .

Type

Local OF
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5. On the Add identity source wizard screen, select an identity source type. In this
case, we have selected Active Directory as an LDAP server. Click Next to

continue:

7] Add identity source

=
1 Selectideniity Source Type Select ldentity Source Type
Depending on the identity source type different configuration options will be available.
2 Configure idenfity source
3 Readyto Complete ") Active Directory (Integrated Windows Authenfication)
Users will be authenticated automatically using the client integration plugin
(=) Active Directoryas an LDAP server
Users will be authenticated to Active Directory using LDAP
) OpenLDAP
Users will be authenticated using a generic LDAP server
) Local 0§
Users will be authenticated using the OS of the Single Sign-On server
oﬂext Cancel
6. Supply the AD identity source details and click Next to continue:
£} Add identity source (?)
« 1 Selectidentity Source Type Configure identity source
Configure Active Directory as an LDAP Server identity source
4 2 Configure idenfity source
3 Readyto Complete r
Name: |vdescribed.lab
Base DN for users: | DC=vdescribed, DC=lab
Base DN for groups: DC=vdescribed, DC=lab
e< Domain name: | wdescribed lab
Domain alias: | vdescribed
Username: | domadmin@vdescribed.lab
Password: | seeeeeeeeees
L (=) Connect to any domain controller in the domain
_) Connect to specific domain contrallers
[] Protect LDAP communication using S5L certificate (LDAPS)
Back Next Cancel
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7. On the the Ready to Complete screen, review the settings and click Finish.
8. The Identity Sources tab should now list the newly added AD LDAP source:

@ S50 Configuration for vesab501.vdescribed.lab

Policies | Identity Sources | Cerfificates  SAML Service Providers
+ |5 X D (aF -
Mame Server URL Type Domain Alias
- - - vsphere local -
= 5 -...h0Lal0S localos (default) =

vdescribed.lab Idap:/ivdescribed.lab ActiveDirectory vdescribed lab vdescribed
i Jitems [m Export~ [{3Copy~

9. Verify whether the AD LDAP domain added can list its users/groups by
navigating to Users and Groups under the Single Sign-On category on the left
pane and switching the domain selection to the newly added AD LDAP source:

vmware® vSphere Web Client  fi=

' Navigator

X | &% vCenter Users and Groups

.4 Back
Administration
~ Access Control
Roles
Global Permissions

+ Single Sign-On

Users and Groups LABDCS
Caonfiguration

- Licensing
Licenses
Reports

= Solutions

J Users | Solution Users  Groups

QU | Administrator@VSPHERELOCAL ~ | Help

Domain: | vdescribed.lab |.| <

Usemame
VCSRMSITEAS
abhilashgb

\."CSRI\.ﬂS\TEEl[}S
srmsrv01
Administrator
damadmin

(Q Filta
First Mame | LastName  Ema Description | Locked Dissbled | Domain
No No vdescri... [+
No No vdescri...
No No vaescri...
VCSIMS. No Na vdescri
SIMSTV... No No vdescri...
Builtin.. | No No vdescri...
domad... No No vaescri...

9items [ Export~ [[5Copy~
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Assigning users and groups to vCenter
Server

Be it a simple installation or component installation, you will only be able to connect to
vCenter Server using the SSO administrator (administrator@vsphere.local) after the
installation. This is because, by default, the SSO administrator is assigned the vCenter
administrator role. Most environments require other users to be able to connect to the
vCenter Server. To make this possible, you will need to manually assign an access role to
the user/group you would like to provide access to.

Getting ready

Make sure that the domain from which you will be selecting a group/user is added as an
identity source. For instructions, read the Configuring SSO identity sources section of this
chapter.

How to do it...

The following procedure will guide you through the steps required to assign access roles to
a user/group:

1. Log in to the vSphere Web Client interface as the SSO administrator and select
the vCenter Server from the inventory.

2. With the vCenter Server selected, navigate to the Permissions tab and click on
the green % icon to bring up the Add Permission window:

vmware: vSphere Web Client  fi=

Navigator X | (] vcsa6501.vdescribed.lab ] fm Eg | {ehActions ¢
{ Getting Started Summary  Monitor Configure | Permissionsﬂatacenters Hosts & Clusters
<[l vcsab501 vdescribed lab  a +
~ [ SITE A DATACENTER LRI e s

o Q esx04 vdescribed.lab & VSPHERE.LOCALWpxd-extension-3bc0d466-4659-4448-0ef8-b3..  Administrator
& psc01 Iﬁ WSPHERE.LOCALWpxd-3bc0d466-4659-4448-9ef8-b3beecB06c... | Administrator
& psc02 ﬁ WSPHERE.LOCALwsphere-webclient-3bc0d466-4658-4448-9ef8...  Read-only
G vesa6501 &% VSPHERE.LOCAL\Administrators Administrator
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3. In the Add Permission window, click Add... to bring up the Select Users/Groups

window:
[ vecsa6501.vdescribed.lab - Add Permission ’ 13
Select the users or groups on the left and the role to assign to them on the right.
Users and Groups Assigned Role
The users or groups listed below are The users or groups obtain the permissions on the selected
assigned the role selected on the righton | objects as defined by their assigned role.
vesab501 . vdescribed.lab’.
| Administrator |v|
UserGroup Rale Propa...
»  All Privileges =
»  Alarms
3 AutoDeploy
3 Certificates
3 Content Library
v Cryptographic operations
3 Datacenter
3 Datastore
3 Datastore cluster
3 Distributed switch
3 ESX Agent Manager
3 Extension
3 External stats provider
v Folder i
Description: All Privileges
[] Propagate to children
Add... Remove View Children
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4. In the Select Users/Groups window, change the domain to the one you would
like to add a group/user from; find and select the user/group, click on Add, and

then OK to return to the Add Permission window:

Select Users/Groups

Wy
{2}

validate your entries against the directory.

Domain: | vdescribed lab |v o

Users and Groups

Select users from the list or type names in the Users fext box. Click Check names to

| Show Users First |v| | @ Search

l_
i
G
3
=
L=}

2 & Description/Full name
abhilashgb

Administrator

domadmin domadmin
Guest

krbtgt

LABDCS

srmsn0 1 srmsrv0 1

' Be Be Be Be Do Be Bo

0 -

Users: |Vdes:ﬂbedjabwbhnashgb

Groups: |

Separate multiple names with semicolons | check names

0

Cancel |

|
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. In the Add Permission window, select the user, assign a role, and click OK:

[ vcsa6501.vdescribed.lab - Add Permission

=

(?)

1]

Select the users or groups on the left and the role to assign to them on the right.

Users and Groups

The users or groups listed below are
assigned the role selected on the right an
wesa6501 vdescribed. lab’

Role

Network a...

UserGroup

g vdescribe...

Propa...

Yes

Add.. || Remowe |

Assigned Role

The users or groups obtain the permissions on the selected
abjects as defined by their assigned role.

|' Netwaork administrator (sample) o

|~

~ @ All Privileges
b Alarms
3 AutoDeploy
3 Certificates
»  ContentLibrary
» Cryptographic operations
3 Datacenter
»  Datastore
»  Datastore cluster
3 Distributed switch
3 ESX Agent Manager
»  Extznsion
» External stats provider
3 Falder
Description: All Privileges
] Propagate to children

View Children

-
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6. The Permissions tab will now show the newly added user/group and the role
assigned in the User/Group tab:

vmware* vSphere Web Client  #=

U | Administralor@VSPHERE LOCAL ~

i Navigator ;| [}l vesaB501.vdescribed.lab | 7 *@ Eg | {S3Actions ~
{4 Back i Geting Started Summary  Monitor  Configure ‘ Permissions | Datacenters Hosts & Clusters WVMs Datastores Networks Linked vCenter Server
| @ 8 8
| < 1% vsa6501 vdescribed lab +17 %
w [ SITE A DATACENTER i Role Defined in
+ [g esx04voescribed lab & VSPHERE.LOCALWpxd-3bc0d466-4650-4448-0ef8-b3beecBD6e50 | Administrator Global Permission
&h pscO1 g VSPHERE.LOCALAdministrators Administrator Global Permission
& psc02 ,5 VSPHERE LOCALwpxd-extension-3bc0d466-4659-4448-9ef8-b3 Administrator Global Permission
i vesab501 & VSPHERE.LOCALWwsphere-webclient-3bc0d466-4659-4448-0ef8 Read-only Global Permission

5 VDESCRIBED\abhilashgh <= Network administrator (sample) €=

This object and its children
& VSPHERE.LOCAL\Administrator

Administrator This object and its children

You should now be able to use vSphere Client, vSphere Web Client, or any

other connection type (API) to connect to vCenter Server using the added
user.
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In this chapter, we will cover the following recipes:

¢ Preparing a reference host

¢ Creating Host Profiles

e Attaching/detaching ESXi hosts to/from a Host Profile
¢ Performing host customizations

¢ Checking Host Profile compliance of ESXi host(s)

¢ Scheduling Host Profile compliance checks

¢ Remediating non-compliant ESXi host(s)

¢ Using Host Profiles to push a new configuration change
e Copying settings between Host Profiles

¢ Exporting Host Profiles

e Importing Host Profiles

¢ Duplicating Host Profiles

Introduction

It is of prime importance to make sure that every ESXi host in a cluster is configured
identically to achieve operational efficiency at the cluster level. There is a lot of
configuration that would go into an ESXi host after it is deployed. These include the
general/advanced settings, storage, and networking configuration, licensing, and so on.
With the number of ESXi hosts that can be part of a cluster or vCenter increasing with every
release of vSphere, the amount of work to be done manually will also increase.
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Starting with vSphere 4.1, VMware introduced a method to extract the configuration from
an ESXi host and form a configuration template, often referred to as a blueprint or golden
image. Such a configuration template is called a vSphere Host Profile. It is important to
note that Host Profiles require Enterprise Plus Licenses applied.

It is important to note that Host Profiles require Enterprise Plus Licenses
applied to the ESXi hosts.

Host Profiles help an administrator to maintain compliance with configuration standards on
a set of ESXi hosts. They can also be used to make a configuration change to be pushed to all
the hosts attached to the template, without the need to make the change on each of the hosts
manually. For instance, if the NTP time source for the environment has changed, then there
is a need to make this change on every host using the time source. Such a change can be
pushed through a Host Profile. Another example would be a change in the VLAN ID for the
virtual machine network on a cluster of ESXi hosts configured with standard vSwitches.
Since the hosts are using standard vSwitches, the VLAN ID should be manually specified
on the virtual machine port group on each of the hosts in the cluster. This manual work can
be avoided by editing the Host Profile and then pushing the VLAN ID change to the entire
cluster.

So, what does a Host Profile look like, and what does it contain? Host Profiles, once created,
are presented to the user as GUI objects in the vCenter Server. Host Profiles contain
configuration policies that are either fetched from the reference host or added to the Host
Profile at a later stage.

A Host Profile can contain the following information:

¢ Advanced configuration settings
¢ General system settings

Networking configuration

Security and services

Storage configuration

Not all advanced configuration settings can be configured using a Host
Profile. VMware Knowledge Base article 2001994 has more
details: https://kb.vmware.com/kb/2001994.
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Preparing a reference host

A reference host is prepared so that its configuration can be extracted and saved to a Host
Profile, which becomes the golden image. It is important that you take extra care in
configuring the reference host since this configuration will be applied to the rest of the hosts
in the cluster/environment. The following flowchart provides an overview of the procedure:

Choose an ESXi Host
(New or Existing)

R T

Make/Verify intended No Yes Use the host a
configuration changes [ reference host

Test the configuration

How to do it...

The following procedure will help you prepare a reference host for generating a Host
Profile:

1. You can deploy a new ESXi host or use an existing host for this purpose.
2. Configure the basic/advanced/storage/network settings on your chosen
host, as you will need them on all the other ESXi hosts.

3. Deploy and run a few virtual machines on the reference ESXi hosts and make
sure that everything is functioning as expected. For instance, verify whether the
VMs are reachable over the network.

4. If everything works as you want it to, then you have the reference host ready.

Creating Host Profiles

The Host Profile is created by extracting the host configuration information from a reference
ESXi host. Once created, it will be listed as an object of the type Host Profile in the Host
Profiles Objects tab.
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Keep in mind that you will need access to a vCenter Server to create Host Profiles. This is
because the object data corresponding to the Host Profiles created is saved in the vCenter
Server database.

Getting ready

Before you begin, make sure that you have identified a reference host to extract the
configuration and form a template. For instructions on how to prepare a reference host,
read the previous recipe, Preparing a reference host.

How it works...

The following procedure will help you create a Host Profile from a reference host:

1. Log in to the vSphere web client and navigate to the reference ESXi host from the
inventory.

2. Right-click on the ESXi host, navigate to Host Profiles | Extract Host Profile:

[ vesad0 1 vdescribed ab i Hypervisor: VN are ESXi, 6.5.0, 4
» SITE ADATACENTER ‘ = Model: M are, Inc. Vi ar
v@ ClusterA E| Actions - esxD4.vdescribed lab Processor Type: Intel{R) Core(Th i7 CH
B esx04 vdescnibedlab A A New Virtual Machine b | Logical Processors: 2
&1 pscO1 New vApp b | NICs: [
1 psc02 Virtual Machines: 3
E‘DvcsaSSD' #@ Deploy OVF Template...
Connection State: Connet ted
) Uptime: 15 hours
Maintenance Mode
FPower L3
Certificates L3S o
Storage » o

€3 Add Networking..

Category Description

This listis empty.
HostProfiles g ' »
[B5 Attach Host Profile... k

Export System Logs...

T — g Assign License. .
= Reset Host Customizations

“ Settings
EE R

Tack MName 0|

Move To...
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3. On the Extract Host Profile wizard screen, supply a Name for the profile and an
optional Description and click Next to continue:

[f5 Extract Host Profile

¥ 1 Name and Description Name and Description

Enter the name and description for the selected profile setiings
+ 2 Readyto complets

Name

Profile01 °

Description:

‘Proﬂle for Network Configuration e

Next Finish Cancel

L £

4. On the Ready to complete screen, there is nothing much to review; click Finish to
create the profile.

How it works...

In vSphere 5.5, a Host Profile, once created, would still be related to the reference host.
New configuration changes should be made to the reference host and pushed to the Host
Profile. Starting with vSphere 6.0 this is no longer the case; the extracted profile is
independent of the host it was extracted from. Due to this independence, you can now copy

settings between Host Profiles. Read the recipe, Copying settings between Host Profiles for
instructions on how to achieve this.
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Attaching/detaching ESXi hosts to/from a
Host Profile

The whole purpose of creating a Host Profile is to automate the large-scale configuration of
ESXi hosts. Before you can apply a Host Profile to any ESXi host, there should be a way to
associate the host with the Host Profile. This is done in the vCenter by attaching the ESXi
hosts to the Host Profile. Such an association is subsequently used for compliance checks
and remediating new configuration changes.

If for any reason, you decide not to associate a host with a particular Host Profile, then you
could choose to detach the host from the Host Profile. Both the attach/detach operations are
performed using the same workflow wizard.

How to do it...

The following procedure will walk you through the process of attaching or detaching ESXi
host/hosts from a Host Profile.

1. Log on to the vSphere Web Client and use the key combination Ctrl + Alt + 1 to
navigate to the inventory home:

vmware: vSphere Web Client  #=
i} Home [\CTrI+.A.It+‘

Navigator "y
L 'H [ Hosts and Clusters Ctrl+Alt+2

4 Back | »| 1 [B] vMs and Templates Cirl+Alt+3

(9 | B 8 Q & storage Ciri+Alt+4
« [5 vesa6501.vdescribed.lab € Networking Ctri+Alt+5
w [ SITE A DATACENTER Content Libraries Crl+Alt+6

v [ ClusterA [ Global Inventory Lists Clri+Alt+7
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2. At the inventory home, click on Host Profiles to view all the profiles already

created:
. Home |
Inventories
7 . ¥ am] i
m 28 @ @ B E
Hosts and Wivis and Storage Metworking Content Global
Clusters Templates Libraries Inventory Lists

Operations and Policies e
B B3 BB & & ;B

Task Console Event Console WM Storage Customization Update Host Profiles
Paolicies Specification Manager CLCTEEEPPPTTTEECOTERF PP :
Manager {h_w}

3. Right-click on the Host Profile (Profile01) and click on Attach/Detach Hosts and

Clusters...:

Navigator X  [J5 Host Profiles

J- Objects |

.4 Back

¥§ Host Profiles 1
+ T IE b & @ BF | EAdtons ~

1 a| Compliant Hosts

[&5 Profile0t
Host Profile Mame
Lo

Profile01
i ! [ Actions - Profiled
99 Check Host Profile Compliance

<h Remediate...
P Attach/Detach Hosts and Clusters_..

[y Copy Settings from Host...
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4. On the Attach/Detach Host and Clusters wizard screen, you can choose to attach
an entire cluster of hosts or individual hosts. Detaching would require the items
to be moved to the left pane using the Detach or Detach All button. If you are
attaching many hosts, then choose the option to Skip Host Customization, which
can be less laboriously accomplished by using a (. csv) file to import
customization. Read the recipe, Performing host customizations for more details.
Click Finish to complete the attach/detach operation:

Lzﬁ Profile01 - Attach/Detach Hosts and Clusters O

P — Select hosts/clusters

Select hosts and clusters from the list of compatible objects to attach to profile.

Q -

111
o
4

=~ [J Clustera

[ esx03.vdescribed lab__ [ Profiled1 T
ach =
Altach All ==
etach Al

b 2items [ Il 1items [[5Copy~
o he hosts later,

ou—)m Skip Host zatio You mightn €

Finish Cancel

5. (Optional) If you do not choose to skip the host customization you will be
presented with a Customize host screen, supply the host/s specific information
such as the VMkernel interface configuration. Once done, click on Finish to
attach the selected host/cluster to the Host Profile:
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[f5 Profile01 - Attach/Detach Hosts and Clusters

L

Vv 1 Selecthostsiclusters Exslomiz hosts

2 Cusiomize hosts

Required  Host
ves esx04 vdescribed
ves esx04 vdescribed
No esx04.vdescribed...
Yes esx04.vdescribed...
Yes esx03.vdescribed...
Yes esx03.vdescribed...
No esx03.vdescribed
Yes esx03.vdescribed...

Property Name
Host IPv4 addr.
Subnet mask
MAC Address
Name for this h...
Host IPv4 addr...
Subnet mask
MAC Address

Name for this h...

Path

Netwaorking configuration = Host part group = Man... |192.16870.99
255 2552550

Networking configuration = Host part group = Man

qQ Filts

Networking configuration = Host part group = Man...

Networking configuration = NetStack Instance = d...

Netwaorking configuration = Host part group = Man...

MNetworking configuration = Host port group = Man...

MNetworking configuration = Host port group = Man...

Networking configuration = NetStack Instance =

Value

00:0c:29:7tec61

25x04
182.168.70.42

255255 2550

00:0c20:a1:230a

Finish

. esx03

Cancel

A

6. You should see an Attach Host Profile task completed successfully in the Recent

Tasks pane.

Performing host customizations

vSphere Host Profiles help you publish configuration standards across clusters of ESXi
hosts. However, every host will have a set of unique settings which needs to be customized
as well. When you attach ESXi hosts to a Host Profile, you will be allowed to customize the
hosts that are being added. However, if you are dealing with a large set of hosts, supplying
the values through the Attach/Detach Host and Clusters wizard will be a laborious
task. An alternative and efficient method would be to prepare a customizations (. csv) file
with the host-specific values and use it to perform the host customization.
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The following flow chart provides a high-level overview of the procedure:

Export Host
Customizations

Use the exported
.CSV to supply
Host specific values

Edit Host
Customization and
apply using the
udated .CSV

Getting ready

You need to make sure that all the ESXi hosts that need to be customized are attached to the
Host Profile you would be generating the customization file for. To learn how to attach
hosts to a Host Profiles, read the recipe Attaching/detaching ESXi hosts to/from Host Profile.

How to do it...

The following procedure will guide you through the steps involved in performing a host

customization:

1. Log in to the vSphere Web Client and use the key combination Ctrl + Alt + 1 to
navigate to the inventory home.
2. At the inventory home, click on Host Profiles to view all the profiles already

created.

3. Right-click on the Host Profile and click on Export Host Customizations...:
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[i5 Host Profiles

| Oblects |

ok Extractprof... [3f ImportHos... | ‘HT Duplicate ... [ggCopy Set

Host Profie Mame :C:J"nn'anl Hosts Mot Cd
[@5 Profile2 0 i
[#s Profa |0 0
[ HostProfile [o 0

2

[§5 Profiledt Ln
| [ Actions - Profis01

&y Check Host Profile Compliance
&h Remediate...

@g Attach/Detach Hosts and Clusters...

[E Copy Settings from Host..

% Copy Settings to Host Profiles...
5 Duplicate Host Profile...

J3 Export Host Profile

7t Export Host Customizations.. B

g9 EditHost Customizations... k

1@ Edit Settings...

Rename...

4. On the Export Host Customizations window, click Save to save the fileasa .csv
file:

@3 Profile01 - Export Host Customizations

o Far security reasons sensitive data such as passwords will mot
be exported.
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5. Use a spreadsheet tool like Microsoft Excel to edit the contents of the file and
supply the host-specific values.

6. Right-click on the Host Profile and click on Edit Host Customizations...:

[ Profile01

LN
1 E‘3 Actions - Profiled1

€ Check Host Profile Compliance
¢h Remediate...

[@F Attach/iDetach Hosts and Clusters...

[ Copy Settings from Host..
% Copy Settings to Host Profiles...
3 Duplicate Host Profile...

{3 Export Host Profile

@ Export Host Customizations...
r‘:‘ Edit Host Customizations....

D

,@ Edit Settings...

Fename. .

[891]



Using vSphere Host Profiles

Chapter

3

7. On the Edit Host Customization wizard, select all the applicable ESXi hosts and

click Next to continue:

@ Profile01 - Edit Host Customizations

) B

1 Selecthosts Selecthosts

Select hosts for which to edit customizations.
2 Customize hosts

Host State

e [# [ esx04.vdescribed lab Connected
B4} g esx03 vdescribed lab Maintenance Mode

Cluster
[P Clustera
[ Clustera

°Nexl

2items [5Copy~

Cancel
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8. On the Customize hosts screen, click on Browse and select the host
customization file. If the file selected is ready and is validated successfully, the
same will be indicated. The wizard screen will show the values populated from
the .csv file. Click on Finish to apply the customization:

@ Profiled1 - Edit Host Customizations

+ 1 Selecthosts Customize hosts
Enter host customizations

2 Cusiomize hosts

You can optionally use a customization file: |Profile01_host_customizations.csv «—e

@ The customization file was read successfully.

Required
Yes
Yes

Yes

Yes

Yes

Yes

* property was updated from the customization file

Host

esx04 vdescribed..

esx04 vdescribed

esx04 vdescribed..

esx04 vdescribed..

esx03 vdescribed..

esx03 vdescribed..

esx03.vdescribed..

esx03.vdescribed

? Browse ]

Property Name

Name for this h...

Host IPv4 addr.
Subnet mask

MAC Address

Name for this h...

Host IPv4 addr.

Subnet mask

MAC Address

(@ Filte

Path Value

MNetworking configuration = NetStack Instance = d...  jesx04
Networking configuration = Host portgroup = Man... |[192.168.70.99
Networking configuration = Host portgroup = Man... |255255.255.0

MNetworking configuration = Host port group = Man... [00:0c:29:7f.ec:61

Networking configuration = NetStack Instance = d.. E‘
MNetworking configuration = Host port group = Man... E‘
MNetworking configuration = Host port group = Man... m‘
Networking configuration = Host port group = Man @

Back Finish

k Cancel

9. The Recent Tasks pane will show a task named Update host

customizations complete successfully:

[#] Recent Tasks

ey~

Task Mame Target

Update host customizations

Status

Initiator Queued For

« Completed VSPHERE.LOCALN. ..

7 ms
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Checking Host Profile compliance of ESXi
host(s)

To ascertain that the ESXi hosts in a vSphere environment adhere to the organization's
configuration standard, they can be examined for compliance against a Host Profile
extracted from a reference host that was configured to meet the organization's standard.

Getting ready

Before you could check the profile compliance of an ESXi host, it should be attached to the
Host Profile. Read the instructions in the recipe, Attaching/Detaching ESXi hosts to/from Host
Profile to achieve the same.

How to do it...

The following procedure will walk you through the steps involved in checking the profile
compliance of ESXi hosts:

1. Log in to the vSphere Web Client and use the key combination Ctrl + Alt + 1 to
navigate to the inventory home.

2. At the inventory home, click on Host Profiles to view all the profiles already
created.

[92]



Using vSphere Host Profiles Chapter 3

3. Right-click on the Host Profile and click on Check Host Profile Compliance:

[i5 Host Profiles

J. Objects |

+ 5 9B % % | Gecons-

Host Profile Name Compliant Hosts

L
iy Profilet [ Actions - Profiled1

¥ Check Host Profile Compliance A
¢k Remediate... i

s Attach/Detach Hosts and Clusters...

[ Copy Settings from Host .
% Copy Setlings to Host Profiles...
H7 Duplicate Host Profile...

. - J§ Export Host Profile
H @ Export Host Customizations. .
| g Edit Host Customizations...
]@ Edit Settings ..
1 Rename...

Statu-: & Delete

4. You should see a compliance check task completed against each of the ESXi hosts
attached to the Host Profile:

[z] Recent Tasks

EE
Task Name Target Status 14 | Initiator

Check new notifications f_‘,J vesaGh01 . vdescrib...  «° Completed [}s Wiware vSphere U...
Check compliance Q esx03 vdescribedl.. « Completed VSPHERE.LOCALW. ..
Check compliance @ esx04 vdescribed .. |« Completed WSPHERE LOCALW. .
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How it works...

Checking a host for its compliance against an associated Host Profile will compare the
host's configuration with the configuration settings in the Host Profile. If any of the
configuration policy/settings in the Host Profile are not present on the host, the host is
tagged as non-compliant. Non-compliant hosts can be remediated to meet the configuration
requirements.

Scheduling Host Profile compliance checks

You can also create a scheduled task to periodically run a Host Profile compliance check on
the hosts or the cluster attached to a Host Profile.

Getting ready

Before you could run or schedule profile compliance on an ESXi host, it should be attached
to a Host Profile. Read the instructions in the recipe Attaching/Detaching ESXi hosts to/from
Host Profile for achieving the same.

How to do it...

The following procedure will guide you through the steps involved in scheduling profile
compliance checks:

1. Log on to the vSphere Web Client and use the key combination Ctrl + Alt + 1 to
navigate to the inventory home:

vmware: vSphere Web Client  #=
(2} Home

Mavigat ™
avigator H [ Hosts and Clusters Ctrl+Alt+2

dBack | M) | [E] vWs and Templates Crl+Alt+3

r\Ctrl +Alt+1

J 5] I =] 8 € B sStorage Cirl+Alt+4
w [5 vcsaB501 vdescribed.lab € Networking Ctrl+Alt+5
vSITE A DATACENTER Content Libraries Ctrl+Alt+G

+ [J Clustera % Global Inventory Lists Ctrl+Alt+7
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2. At the inventory home, click on Host Profiles to view all the profiles already
created:
|. Home |
Inventories
m B ) B B
= éiﬂ = Eai [J )
Hosts and WMs and Storage Metworking Content Global
Clusters Templates Libraries

Inventory Lists
Operations and Policies

- I

- S0 : il
g 5 & | Ik
Task Console

Event Console

WM Storage Customization Update Host Profiles
Policies Specification Manager
Manager @

3. Double-click on the Host Profile you would like to create a scheduled task for

[i5 Host Profiles

Objects

Host Profiie Name

o Extractprof.. [3f Import Hos... ‘}p Duplicate . EDCop-ySer.ﬂ . && Copy Settin. E‘EChe:L Hos... Bg Attach/Deta... {é}.-\cucrs -

Compliant H

osts Not Compliant Hosts. Unknown State Hosts Last Edited
[#5 Profiled1 ° 0 2

0 27-Mar-2017 10:14

4. Navigate to the Monitor | Scheduled Tasks tab and click on Schedule a New
Task | Check Host Profile Compliance:
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igh Actions ~

[ Profileot | 20 [y &5

Getting Started mmary | Monito

nfigure  Hosis

[ lssues ‘ Scheduled Tasks ‘ Compliancel

0y To create a scheduled task, select an action from the Schedu
press Cirl. The clock icon that appears when you press CTRL
the scheduling options.

E“@Schedule a New Task

G?E Check Host Profile C:Jr‘1|3|ianceaadJa

5. On the Check Host Profile Compliance (scheduled) window, click on
Scheduling options.

6. On the Scheduling options screen, supply a Task name, optional Task
description and click on Change to configure the scheduler:

@‘ﬁ Profile01: Check Host Profile Compliance (scheduled) ‘-' 13

General

Task name: Periodic Confic Check
Scheduling options H | o |

Task description: | |

Configured Scheduler: [No scheduler configured] b T C"a"geé

Send email to the following
addresses when the task is
complete:

oK H Cancel
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7. On the Configure Scheduler screen set an intended schedule and click OK to
save the settings and return to the Check Host Profile Compliance

(scheduled) window:

Configure Scheduler

=) Setup a recurring schedule for this action
(O Hourly | ¢

() Day of every
) Daily

maonths

(=) The | first

) Weekly

|~ | Monday

| - | of every

=) Menthly | Time of accurrence:

Starttime:

%] maonths

I][ Cancel ]

8. On the Check Host Profile Compliance (scheduled) window, supply an optional

email address and click OK:

& Profiled1: Check Host Profile Compliance (scheduled)

Send email to the following
addresses when the task is
complete:

2l W
General
K z Periodic Confic Check
Scheduling opiions TEREIEILE | \
Task description: | ‘
ST ST Every 1 months, on the first Monday of the 1) Change

month at 16:21

ITOPS@VDESCRIBED.LAB

Q OK Cancel ||
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9. Once done, the Scheduled Tasks tab will list the newly created task:

G profile01 | 1 [ 45 Gy B9 | {ShActons v

Getling Started Summary | Monitor | Configure Hosts

( =
‘ Issues | Scheduled Tasks ‘ Compliance ‘

To create a scheduled task, select an action from the Schedule New Task drop-down menu from below. You can also navigate to an object in the Inventory Lists, click the Actions menu, and
press Ctrl. The clock icon that appears when you press CTRL indicates the actions that you can schedule on the object, such as Create Snapshot, or Add Host. Select an action and configure

the scheduling options
E®ScheduleaNewTask~ | p 2 K
Tas Schedule Last Run

Periodic Config Check é‘ Monthly 03/04/2017 16:18

Remediating non-compliant ESXi hosts

An existing ESXi host or a newly added ESXi host that is found to be non-compliant with a
Host Profile, to which it has been attached, needs a configuration change to make it
compliant. Such changes are automated with the help of the remediate operation. The
remediate operation will modify the configuration of the host to match the profile.

The following flow chart shows a general overview of the remediation process:

Noi‘_?fg;thl;m Put the Hosts in Run the
Hostsp Maintenance Mode Remediation

Getting ready

Remediation can be issued directly on a Host Profile, which in turn will provide you with
an option to remediate all the ESXi hosts attached to the profile, or you can issue
remediation on a per host basis. Regardless of the method you choose, the hosts you intend
to remediate should be put into maintenance mode.
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How to do it...

The following procedure will guide you through the steps involved in remediating non-
compliant hosts:

1. Log in to the vSphere Web Client and use the key combination Ctrl + Alt + 1 to
navigate to the inventory home.

2. At the inventory home, click on Host Profiles to view all the profiles already
created.

3. Right-click on the Host Profile and click Remediate... to bring up the Remediate
Hosts Based on Host Profile wizard:

[}5 Host Profiles

J Objects |

o Extractprof_. [ ImportHos.. | 5 Duplicate .. [g Copy Setfin.. {F

Host Profile Name Compliant Hosts Mot Compliant
[f5 Profile2 0 0
[f5 Profa 0 0
[f5 HostProfile |0 0
' :

[f5 Profilet —
. % Actions - Profile01

@ﬂ Check Host Profile Compliance

% Remediate . g
[ Attach/Detach Hosts and Clusters...

[Ey Copy Settings from Host...

IE; Copy Settings to Host Profiles...

43 Duplicate Host Profile...

J5 Export Host Profile

@ Export Host Customizations. .
_ g Edit Host Customizations...

JI@ Edit Settings... [—

Rename..

Status & Bueued For
| Delete I
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4. On the Remediate Hosts Based on Host Profile wizard screen, you will be
presented with a list of hosts attached to the Host Profile. Select the hosts to
remediate and click Next to continue:

[f5 Profile01 - Remediate Hosts Based on Host Profile 7"
WY 1 selecthosis Selecthosts
Select hosts to remediate
2 Readyto complete
Q Filie -
Host Cluster Customization Requied  State Host Complisnca Last Complianee Chack
o [l @ esx04.vdescribe.. @ Clustera No Connected @ NotCompliant | 01/04/2017 22:02
Il E esx03vdescribe.. [ Clustera No Maintena.. € MNotCompliant  01/04/2017 22:02
(o > 2items [£3Copy~
Next Cancel
& 4

5. (Optional) You will be presented with the Customize Hosts screen if the host that
you are trying to remediate has a compliance status of Unknown. You can either
choose to use a customization file or enter the value on this screen. If you are
dealing with a significant number of hosts, it only makes sense to use a
customization file. Read the recipe, Performing host customizations to learn how to
prepare the customization file.
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6. On the Ready to complete screen, click on the Pre-check Remediation button to
run a check to determine whether a successful remediation of the hosts selected is
possible. If the checks return a Ready to remediate status, then click Finish:

ES Profile01 - Remediate Hosts Based on Host Profile ‘-' 13

+ 1 Selecthosts Ready to complete

Review remediation tasks that will be executed on the hosts below once the wizard is complete.
2 Readyio compleie

(] To see ifthe selected hosts are ready for remediation and how it will afect them use "Pre-check Remediation”. The operation
might take more than a minute.

° Pre-check Remediation

Host State/Tasks

- @ esx03.vdescribed lab & Ready to remediate
@ Create virtual network adapter for host on port group Management Network with [P ..
3§ Remove virtual network adapter vmk0 from portgroup Management Metwork.

This will allow
automatic reboot of

the ESXi host if
required

IZ Reboot hasts which require it @

Back Finish Cancel

|

If the checks return an error, then you will need to fix the issue and re-run
the pre-check again, before you can initiate the remediation.

After the remediation completes, relaunch the compliance check on the host to verify. Read
the recipe, Checking Host Profile compliance of ESXi host(s) for instructions.
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Using Host Profiles to push a configuration

change

The whole purpose of using Host Profiles is to effortlessly push the required configuration
onto the ESXi hosts without the need for a manual configuration activity per ESXi host. This
would not just come in handy when you deploy a new infrastructure but also when you

want to push a new configuration to all the ESXi hosts.

The following flow chart shows a high-level overview of the whole procedure:

Make changes
to the
Reference
Host

Copy the
changes to the
Host Profile

Scan the

attached hosts
for compliance

Remediate the
Non-Compliant
hosts

How to do it...
The following procedure will walk you through the steps involved in pushing/publishing

new configuration changes to the ESXi hosts attached to a Host Profile.

1. Make the necessary configuration change to a reference host.
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2. Right-click on the Host Profile and select the option, Copy Settings from Host...:

[i5 Host Profiles

J. Objects |

o Extractprof_. [ ImportHos... | §F Duplicate ... [g Copy Settin__. {& Copy Seftin__|

Host Profile Mame Compliant Hosts Mot Compliant Hosts
[ Profile2 1o 0
[ Prof3 lo 0
s HostProfile o 0
[§5 Profiled1 u— -
[ Actions - Profied1

% Check Host Profile Compliance
¢ Remediate...

s Attach/Detach Hosts and Clusters...

Hp Copy Setfings from Host ..

% Copy Settings to Host Profiles... k
H7 Duplicate Host Profile...

[ Export Host Profile

.@ Export Host Customizations...

g Edit Host Customizations...

{5 Edit Settings...

Rename...

[ig Delete
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3. On the Copy settings from host window, choose the host the changes were made
on in the first step and click OK:

Ej Profile01 - Copy settings from host 2 0

Current profile settings are extracted from: esx04 vdescribed lab

| Filter | (1) Selected Objects

MName
(| B esx03.vdescribed lab
(+) [ esx04.vdescribedlab

o 2items [4Copy~

o oK || cancel |

4. You should see an Update host profile task complete successfully in the Recent
Tasks pane:

[¢] RecentTasks

Task Mame Target Status Initiator Queued For

EU ate host profile i VSPHERE.LOCALW.. 9 ms

5. Run a Host Profile compliance check using the instructions in the recipe, Checking
Host Profile compliance of ESXi host(s).

6. Remediate the non-compliant ESXi host using the instructions in the
recipe, Remediating non-compliant ESXi hosts, to push the new configuration
change.
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Copying settings between Host Profiles

It is entirely possible in a large environment that you arrive at a configuration change that
needs to be published across different sets of hosts or let's say, host clusters. Since a host or
a cluster can only be attached to a single Host Profile at any point in time, there should be a
way to publish configuration changes across clusters. And it wouldn't make any sense in
duplicating Host Profiles whenever such a need arises. vSphere 6.5 Host Profiles will now
let you copy settings from a Host Profile to one or more other Host Profiles.

The following flow chart shows a high—level overview of the whole procedure:

Make changes Copy the

to the changes to the Copy Settings to
Reference » 9 . Other Host Profiles
Host Host Profile

How to do it...

The following procedure will guide you through the steps involved in copying settings
between Host Profiles:

1. Log in to the vSphere Web Client and use the key combination Ctrl + Alt + 1 to
navigate to the inventory home.

2. At the inventory home, click on Host Profiles to view to all the profiles already
created.
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3. Right-click on the Host Profile you would like to copy settings from and click on
Copy Settings to Host Profiles...:

[55 Host Profiles

|I Objects |

o Extractprof.. [3f ImportHos... | 3 Duplicate ... [gzCopy Settin..

Host Profile Mamea Compliant Hosts Not Connp
[ Profile2 0 0
5 Prof3 o ]
[5 Host Profile |0 0
[f5 Profile0t Lo 2

| [F5 Actions - Profie01
% Check Host Profile Compliance
¢k Remediate.

Es Attach/Detach Hosts and Clusters...

e Copy Settings from Host...
¥z Copy Settings to Host Profiles. B

7 Duplicate Host Profile... k
[ Export Host Profile

@ Export Host Customizations...

@ Edit Host Customizations...

{7 Edit Settings...

Fename...

g Delete
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4. On the Copy Setting to Host Profiles wizard's Select settings screen, choose the
configuration to be copied. In this example, I am choosing to export an Advanced
configuration option. Make the selection and click Next to continue:

{7 Profiled1 - Copy Settings to Host Profiles (Z)

vl 1 Selectsetfings Select setfings

Select settings to copyto other host profiles.
2 selecttarget host profiles

Available ‘ Selected (93)

View: [ Al |+ ] (@ File
 |@| & Advanced Configuration Settings i

w [V|5 Advanced Options
cC

im Advanced configurafion opfion

» []E2 AgentVM Caonfiguration

» [_|E3 Configuration Files
» [_|ET] DirectPath I/O Configuration
» [_|C3 Graphics Configuration
» || Host Profile Log Configuration
b £ Hosts file Configurat
» [_IE7 Power System Configuration
» [|ET] System Image Cache Configuration
» || General System Settings
» |_||j'3 Networking configuration
» [0 Security and Services -

Next Cancel

[107 ]



Using vSphere Host Profiles Chapter 3

5. On the Select target host profiles screen, choose the Host Profiles to copy the
settings to and click Next to continue:

i% Profile01 - Copy Settings to Host Profiles 7} W
+ 1 Selectsettings Select target host profiles
Select host profiles to be overwritten with the selected settings.
2 Selectiarget host profiles
3 Readyto complete .
q -
Host Profie Description
[ Host Profile
[ Prof3
¥ [ Profile2 e
Back Next Cancel
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6. On the Ready to complete screen, review the settings and click Finish to start

copying the settings:

i% Profile01 - Copy Settings to Host Profiles 2L M
+ 1 Selectsettings Readyto complete
Review your settings selections before finishing the wizard.
' 2 Selecttarget host profiles
3 Readyto complets Target host profiles: Settings:
FsProfle2 G [i5 Syslog.loggers. rabbitmgproxy.rotate =
E‘ES\,'5Iog.Ioggers.rahhitmqprox‘;.size
G Syslog.loggers.rhitpproxy.rotate
GandH sy ’
are E;jS\,'slog.Ioggers.rhtlpprox',-.size
optional [ Syslog loggers sdrsinjector rotate
steps. N
E‘ﬁS*,'sI:Jg.l::lggers.sdrslmectar.size
Fa Syslog loggers shell rotate H )
Old values: Newvalues:
Advanced option Advanced option
Configure a fixed option Configure a fixed option
The value of the option 8 The value of the option 10
Back Finish Cancel

7. You should see a Copy settings to host profiles task complete successfully in the

Recent Tasks pane:

[z] Recent Tasks

Y~
Task Name dpTamst Status Initiator Queued For
iCopy settings to host profiles + Completed VSPHERE.LOCALW... 10ms

[109 ]




Using vSphere Host Profiles Chapter 3

Exporting Host Profiles

The vSphere Host Profiles can be exported to back up or transport the configuration. The
exported data is stored in an XML data file with the extension (. vp£). Since this is an XML
file, the contents of the file can be viewed using any text editor, so the passwords are not
exported into this file. This file can then be imported into the vCenter Server as a Host

Profile object.

How to do it...

The following two procedures will guide you through the steps involved in exporting and
importing Host Profiles:

1. Log in to the vSphere Web Client and use the key combination Ctrl + Alt + 1 to
navigate to the inventory home.
2. At the inventory home, click on Host Profiles to view all the profiles already

created.
3. Right-click on the Host Profile and click on Export Host Profile:

[5 Profile01 Lo 2
Ej Actions - ProfileD1

€ Check Host Profile Compliance
¢h Remediate...

[ Attach/Detach Hosts and Clusters...

[@ Copy Settings from Host...
% Copy Settings to Host Profiles...
T Duplicate Host Profile...

Jfﬁ Export Host Customizations. .
@@ Edit Host Customizations...

{7 Edit Seftings...

Rename...

[Eg Delete
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4. After the retrieval of the profile data, you will be prompted to acknowledge the
information that the passwords will not be exported. Click Save:

Ej Export Host Profile ]

For security, administrator passwords are not exported with the
C*= ) profile. For more information, see the Host Profiles
documentation.

[:'3 °5am Cancel

5. In the Save As windows, supply a name for the profile file and click Save.
6. You should see an Export host profile task complete successfully in the Recent
Tasks pane:

[z] RecentTasks

By~

ask Na

Target Status nitiator Queued For

VSPHERE.LOCALW.. &ms

Importing Host Profiles

Exported . vpf files can be imported as Host Profile objects using the Import Host Profile
wizard. For instance, if you were to build a new data center in your environment which will
be managed by a new vCenter, and if the hosts in the new data center should be configured
identically to an existing data center host, then a Host Profile from the existing data center
can be exported and then imported into the new vCenter so that it can be applied to the

new hosts.

How to do it...

The following procedure will help you import . vfp files as Host Profiles:

1. Log in to the vSphere Web Client and use the key combination Ctrl + Alt + 1 to
navigate to the inventory home.
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2. At the inventory home, click on Host Profiles and click on Import Host Profile:

[ Host Profiles

| Objects |

................................. ;
Host Profie Mame Compliant Hosts

Not Compliant Hosts Unknown State Hosts
[ Profile2 0 0 0
[§5 Profa 0 0 0
[i5 Host Profile 0 0 0
[ HostProfile 2 0 0 0
[ Profiled1 0 2 0

3. On the Import Host Profile windows, browse and add the . vpf£ file, supply a
name for the new profile that will be created and click OK:

[5 import Host Profile (?)

vCenter Server: | vcsaB501.vdescribed lab |v |°

Profile location:
|PI’0ﬂ|BD'_BJ=ZDCII't.VDf Browse |

Name:

|Ne'w DC Profile o |

Description:

4. The Recent Tasks pane should show a Create a host profile task completed
successfully option:

[z] RecentTasks
EE R
Task Mame anget Status Initiator Queued For
iCreate a host profile + Completed VSPHERE.LOCALW... 5ms
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Duplicating Host Profiles

An existing Host Profile can be cloned to create a duplicate of the same. This can be
achieved by using the duplicate Host Profile operation. Duplicating a Host Profile will not
retain the hosts that were attached to the source profile.

How to do it...

The following procedure will guide you through the steps involved in duplicating a Host
Profile.

1. Log in to the vSphere Web Client and use the key combination Ctrl + Alt + 1 to
navigate to the inventory home.

2. At the inventory home, click on Host Profiles and click on Duplicate Host
Profile...:

Ej Profile01 T
= o Gj Acticns - Profile01
'E"Q Check Host Profile Compliance

¢ Remediate...
Eg Attach/Detach Hosts and Clusters...

[Ey Copy Settings from Host .
J.Er Copy Settings to Host Profiles...
-;i.' Duplicate Host Profile_. k

Jo Export Host Profile
@ Export Host Customizations...
g Edit Host Customizations...

i {5 Edit Settings..
- Rename...

JEE Delete i

3. On the Duplicate Host Profile wizard, supply a Name and an optional
Description and click Next to continue.

4. On the Ready to complete screen, click Finish to initiate the clone operation.

5. The Recent Tasks pane should show a Create host profile task complete
successfully.
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In this chapter we will cover the following recipes:

¢ Enabling ESXi Image Builder service for vSphere Web Client GUI
¢ Preparing an ESXi Image Builder CLI environment

¢ Downloading an ESXi offline bundle

¢ Importing a software depot

¢ Creating an online software depot

¢ Creating a custom depot

¢ Creating image profiles using an existing image profile
¢ Creating image profiles from scratch

e Comparing image profiles

¢ Moving image profiles between software depots

e Exporting image profiles



Using ESXi Image Builder

Introduction

ESXi Image Builder is used to custom-build ESXi bootable images. There are several use
cases, but the most prominent one is the server hardware vendor using ESXi Image Builder
to custom package their drivers along with the ESXi image. Image Builder is, in fact, used to
create ESXi image profiles, which can then be exported as ISO images containing bootable
ESXi images. We will learn more about image profiles later on in this chapter. With the

previous vSphere versions, all the Image Builder actions were performed using its

PowerCLI plugin. Starting with vSphere 6.5, VMware introduced a vSphere Web Client
GUI making it much easier to use the Image Builder service. In this chapter, we will learn to

use image profiles using both GUI and the CLI.

vSphere ESXi Image Builder architecture

Before we find out how to use Image Builder, let's review the architecture and its

components:

Online
Repository

Offline Bundle

Software Depot

VIBs Image Profiles

Image Builder Service

vSphere Auto
Deploy

vSphere Update
Manager

User Defined
Image Profiles

ISO/
ZIP
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An offline bundle is an archive that can either be the entire ESXi image or a driver bundle. It
is a collection of VIBs, their corresponding metadata, and the image profiles. All VMware
ESXi offline bundles will have more than one VMware defined image profile. It is the first
thing that the ESXi Image Builder will need to perform any of its tasks. It is presented as a
software depot to the Image Builder service. Therefore a software depot is nothing but a
collection of image profiles and VIBs.

An image profile is a predefined or custom-defined set of VIBs and ESXi boot image that
can be addressed as a single package. Image profiles are primarily used to deploy, upgrade,
and patch auto deploy ESXi hosts. To learn more about vSphere Auto Deploy read Chapter
5, Using vSphere Auto Deploy.

A vSphere Installation Bundle (VIB) is a packaged archive that contains a file archive, an
XML configuration file, and a signature file. Most OEM hardware vendors bundle their
drivers as VIBs.

Enabling ESXi Image Builder service for
vSphere Web Client GUI

As mentioned earlier in the chapter, starting with vSphere 6.5, ESXi Image Builder now has
a graphical user interface for folks who do not want to deal with the CLI.
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How to do it...

The following procedure will walk you through the steps involved in enabling the Image
Builder service for use with the vSphere Web Client:

1. Log in to the vSphere Web Client and navigate to System Configuration from the
inventory home:

fa} Home

_| -Home |_

Inventories

il "\’ =1
ik = — —' - &

— 3 e '} ’
Hosts and YMs and Storage Metwarking Content Global

Clusters Templates Libraries Inventary Lists

Operations and Policies

.Ej EZ; T 5 5§§ QL

Task Console Event Console WM Storage Customization Update Host Profiles
Puolicies Specification Manager
Manager

Administration o

2 o b g

Roles System Licensing Customer vRealize
Configuration Experience Operations
Improvement ... Manager
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2. On the System Configuration screen, click on Services to list all the services
available:

Navigator X & system Configuration

4« Back J Summary | Objects

System Configuration
& Nodes

[ Semvices e {b

Services

System Configuration

Using System Configuration, you can
manage and monitor the management
stack running the vCloud Suite. The
management stack includes nodes and the
senices running in each node.

[ Appliance Management Service (...
[ Auto Deploy (vcsaB501 vdescribed lab)

Learn more about vCenter Server Appliance configuration

Mon-vC35A nodes do not support some features such as rebooting, monitoring and configuration in System Configuration.

[ Component Manager (vcsa6501 vdescribed.lab) systems to perform these tasks.

[ Content Library Senvice (vesa6501 vdescribed.lab)
[ ImageBuilder Service (vcsafi501.vdescribed.lab)

~ Nodes Health 0| | = Services Health (m]
[ License Service (vcsa6501.vdescribed.lab
= ‘ ) Critical @ onodes Critical @ 0senvices
[ Senvice Control Agent (vcsaf501 vdescribed lab)
= Warning @ 0 Modes Warning @ 1 Senvice
[ VMware Appliance Monitoring Service (...
o Unknown @ 0Nodes Unknown @ 0 senices
[ VMware ESX Agent Manager (.
= 225
B R e Good @ 1 node Good 22 Senvices

[ VMware Message Bus Configuration Service (... RO Rt 0 'icdes | SR 4 Services

[ VMware PSC Health (vesa6501 vdescribed.lab)

3. Right-click on the ImageBuilder Service and click on Start:

Sanices y 3 management stack incly
£ d senices running in each
L Appliance Management Service (...

[ Auto Deploy (vcsaf501 vdescribed.lab)

Learn more about vCen|

Mon-vC3SA nodes do not support some

[ Component Manager (vcsafs01 vdescribed.lab) systems to perform these tasks.

[ Content Library Sernvice (vcsa6501.vdescribed.lab)

||j ImageBuilder Service (vcsafh01 vdescribed.lab) | | -
D Actions - iImageBuilder Service (vcsafs01.vdescribed.la |

[ License Service (vcsaf5s01 vdescribed.lab)

[ Service Control Agent (vesaf501 vdescribed.lab)
[ VMware Appliance Monitoring Service (...

[ VMware ESX Agent Manager (...

s Edit Startup Type...
L VMware HTTP Reverse Proxy (...

— Settings
L8 VMware Messane Bus Confinuration Senvice f = .g
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4. Since Image Builder GUI is a part of Auto Deploy GUI, you will need to start the
auto deploy service as well. Right-click on the Auto Deploy service and click
Start:

|D Auta Deploy (vcsafs01 vdescribed.lab) | ——-
= [l Actions - Auto Deploy (vceaB501. vdescribed. lab)

[ Component Manager (vcsaGs01 vdescribed.lab)

[ Content Library Service (m:saEEEH.wdescribed.lab}m
[@ ImageBuilder Service (vcsab501.vdescribed.lab)
| License Senice (vcsafs01 vdescribed.lab) Edit Startup Type...
[ Service Control Agent (vesafs01 vdescribed.lab)
o & Seftings
| I VMware Appliance Monitoring Service (.. . =
5. The Recent Tasks pane should show Start Service task complete successfully.
6. Exit the vSphere Web Client, re-login and navigate to Auto Deploy from the
inventory home, to view the Auto Deploy interface:
(z} Home
_|. Home |
Inventories
B E £ B &
Hosts and WMs and Storage Metworking Content Global
Clusters Templates Libraries Inventary Lists

Operations and Policies
: — ] = | H:

] 9 o & a 4 s

Task Console Event Console VM Storage Customization Update | Auto Deploy | Host Profiles
Paolicies Specification Manager
Manager {E’)

Auto Deploy
Administration
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7. (Optional, but recommended). You can configure the service to automatically
reboot on startup on the host by changing its startup type. Right-click on the
service and click on Edit Startup Type...:

[ ImageBuilder Service (vcsabs01.vdescribed.lab) | -
" [l Actions - ImageBuilder Service (vcsaB501 vdescribed la |

= : : ¥ Restart
L4 Senvice Control Agent (vcsab501 vdescribed.lab)

[ License Senice (vcsafs01 . vdescribed.lab)

L VMware Appliance Monitoring Service (... Stop
. VMware ESX Agent Manager (...

- Edit Startup Type...

L YMware HTTP Reverse Proxy (... k

e Settings

L VMware Message Bus Configuration Senvice (... ;“f__ g

8. (Optional, but recommended) On the Edit Startup Type window, set the startup
type to Automatic and click OK:

Preparing an ESXi Image Builder CLI
environment

To be able to use Image Builder CLI, you are required to install VMware PowerCLI 6.5 or
later. The Image Builder snap-in is built into PowerCLIL.

Getting ready

The machine you choose to install VMware PowerCLI 6.5 on, requires Microsoft PowerShell
3.0 or later pre-installed. It is recommended that you install Windows Management
Framework 3.0 or later, to meet this requirement.
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How to do it...

The following procedure will guide you through the process of installing PowerCLI and
configuring it for first use:

1. Go to VMware's download portal at https://my.vmware.com/web/vmware/
downloads.

2. At the downloads page, using the search field to look up VvMware PowerCLI and
download VMware PowerCLI 6.5 Release 1 (at the time of reading, you might
find a newer version. Install the most recent version to proceed).

3. Run the VMware-PowerCLI-6.5.0 installer as an administrator and progress
through the wizard screens with the default options and click Finish. The
installation is straightforward and needs no special configuration.

4. Once done, double-click on the PowerCLI desktop icon to bring up the VMware-
PowerCLI window.

5. Issue the following command to set the execution policy to remotely signed and
select Y to execute the policy:

Set-ExecutionPolicy RemoteSigned

> ' Administrator: VMware PowerCLL

PS C:sUsers“AdministratorsDesktop> Set—ExecutionPolicy RemoteSigned [N

Execution Policy Change

The execution policy helps protect you from scripts that you do not trust.
Changing the execution policy might expose you to the security rizsks described
in the ahout_Execution_Policies help topic at
http://go.nicrosoft.con/fulinks/?LinkID=135178. Do you want to change the
execution policy?

[¥] Yes [N] No [8] Suspend [7]1 Help {default is "¥">»: ¥ B

[121]


https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads
https://my.vmware.com/web/vmware/downloads

Using ESXi Image Builder

6. Close the PowerCLI session and re-launch it:

VMware Power(LI 6.5 Release 1 build 4624819

Welcome to UMware PouwerCLI?

Log in to a vCenter Server or ESH host: Connect—VUIServer

To find out what commands are available,. type: Get—UICommand

To show searchable help for all PowerCLI commands: Get—PowerCLIHelp

Once you've connected, display all virtuwual machines: Get—UM

If you need more help, visit the PowerCLI community: Get—PowerCLICommunity

Copyright <G> UMware,. Inc. All rights resevved.

PowerCLI C:oN2

7. You are now all set to use the Image Builder cmdlets.

Downloading an ESXi offline bundle

You cannot use the ESXi installer ISO as an offline bundle. The ESXi offline bundle has to be

downloaded separately.

How to do it...
The following procedure will guide you to download the ESXi offline bundle:

1. Navigate to the VMware's download portal at https://my.vmware.com/web/

vmware/downloads.
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2. At the downloads page, using the search field to look up ESXi 6.5; use
the hyperlink from the search result to get to the ESXi 6.5 downloads page:

Search VMware Download

DOWNLOAD AND EVALUATE VMWARE PRODUCTS.

Search VMware Downloads [l LELES + M ESXi 6.5 A

Sort 8y: SESSESERREsE

Download Date Released Release Date
Last 30 Days

VMware vSAN > VMware vSphere Hypervisor (ESXI) 6.5a 2017-02.02

WMware vSphere Hypervisor (ESX]) 6.5a Last 90 Days
Last 6 Months

VMware vSphere > VMware vSphere Hypervisor (ESXI) 6.5a o 2017-02.02 L 2 M h

VMware vSphere Hypervisor (ESX]) 6.5a ast onths

3. Download VMware vSphere Hypervisor (ESXi) Offline Bundle:

Product Downloads Drivers & Tools Open Source Custom ISOs 7]
Product/Details

VMware vSphere Hypervisor (ESXi ISO) image (Includes VMware Tools)

File size: 328.26 MB Download Now

File type: iso

Download Manager

Read More

VMware vSphere Hypervisor (ESXi) Offline Bundle
File size: 32011 MB D Download Now
File type: zip

Download Manager
Read Mare

4. The file downloaded will be a ZIP archive.

Importing a software depot

The very first step before you can create, clone, or manage image profiles, is to present the
VMware ESXi Image Builder with a software depot. As introduced at the beginning of the
chapter, a software depot is nothing but an ESXi offline bundle presented to the Image
Builder.
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How to do it...
The following procedure will guide you through the steps involved in importing a software
depot from an offline bundle:

1. Log in to the vSphere Web Client and navigate to the Auto Deploy plugin screen.
2. On the Auto Deploy screen, navigate to the Software Depots tab and click on the
 icon to bring up the Import Software Depot window:

vmware® vSphere Web Client #=

Navigator ) @MIODEDIO!’
4 Back Getting Started | Software Depots | Deploy Rules  Deployed Hosts

{a} Home £ Qg_.o (Q Filter -]

Type

[ Hosts and Clusters 30 [Heme

WMs and Templates > I;_I Wiware Online Diepot Online

£ storage > @ CustomDepot Custom

@ Metworking > I;_I HPE Online Depot Online
>

Content Libraries

3. On the Import Software Depot window, supply a Name for the depot and click
Browse... to locate and select the ESXi65_0fflineBundle. With the offline

bundle selected, click Upload to begin uploading the package to the Auto Deploy
server:

i Import Software Depot

Mame: |ESKiES_Gﬁ1ineElundle e \

File: a Browse. ..
QUpInad J[ Close ]
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4. You will now see the bundle being uploaded to the Image Builder.
5. Once the upload completes, click Close to return to the Software Depots tab:

The uploaded files will be stored in the
/storage/imagebuilder/depot directory of the VCSA appliance:
£ vosa6S0Lwdescribedtab-Pory

The Recent Tasks pane should show a Connect depot task complete successfully:

[7] Recent Tasks

7.

Task Mame arget Status Initiator
Connect depot | vcsaBs501vdescrin.. v Completed comymware.imagebuilder

7. Refresh the vSphere Web Client, and you will see the Software Depots tab list the
newly created software depot:

(] Auto Deploy

Getting Started | Software Depots | Deploy Rules  Deployed Hosts
B & X Q

Discovered Hosts

- Software Depot: ESXi65_OfflineBundle

ez Image Profiles | Software Packages
£ VMware Online Depot

- Online

C@ CustomDepot Custom L8 [}5 Q -
[ HPE Online Depot Online Hame ArereTe el

] ESXi65_OffineBundle € ZIP

(=) ESXi-6.5.0-20170104001-no...  Partner supported

(@) ESXi-6.5.0-20170104001-st.. | Partner supported Viware, Inc.
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There's more...

You can use the Image Builder CLI to achieve the same task. Before you begin, keep in mind
that each vSphere PowerCLI session is like a temporary work desk and exiting a session
will clear your work desk. So, it is necessary for you to import what you need to work on
into the PowerCLI session. An offline bundle is imported into a PowerCLI session as a
software depot to allow for the cloning of image profiles, or the use of VIBs included in the
bundle, to create a custom depot, for instance.

The following procedure will walk you through the steps involved in importing an offline
bundle into a VMware PowerCLI session:

1. Launch a VMware PowerCLI session.

2. Use the Add-SoftwareDepot command to import the required offline bundles.
The command requires you to provide the path of the offline bundle.

3. Run the GetEsxSoftwareDepot command to list all software depots imported
into the PowerCLI session.

4. Additionally, you could issue the $DefaultSoftwareDepots command to
verify which of the added software depots is the default:

1> VMware PowerCLI 6.5 Release 1 build 4624819

If you need more help, visit the PowerCLI community: Get—PowerCLICommunity
Copyright <C> UMware. Inc. All rights reserved.
PowerCLI C:n> Get—EsxSof twareDepot

PouwerCLI G:zx>
PowerCLI C:=n> |Add—EsxSof twareDepot —-DepotlUrl "Z:“wSphere 6.5a~ESRi6568-281781001 .=zip"

PowerCLI C:x> Get—EsxSof twareDepot
Depot Url

»wEphere 6.5%a~ESRi658-201781801 .zip?index.xml

PowerCLI C:%\>|Get—EsxImageProfile ]

Uendor Last Modified Acceptance Level

ESXi-6.5.8-20178184801 -=tan... UMware. Inc. 1/6-2817 4:2... PartnerSupported
ESRi-6.5.80-20170184801 no—t... UMware. Inc. 1672817 4:2... PartnerSupported

PowerCLI C:v>|4DefaultSoftwareDepots (e

zip:Z£:vwiphere 6.5a~ESXi650-201701001 .2ip?index.xml

PowerCLI Czx2>
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anything to the VCSA appliance storage. However, anything that
you add to the PowerCLI session is temporary and is lost after you exit the
session.

0 Unlike with the Image Builder GUI, the CLI method does not upload

Creating an online software depot

Software depots can be sourced from online repositories as well. The repository can be
VMware hosted or vendor hosted. These depots may or may not contain image profiles.
Some depot will only contain software packages.

Getting ready

To be able to create an online software depot you will need to have the depot URLs handy.
Here are some sample URLs:

e VMware: https://hostupdate.vmware.com/software/VUM/PRODUCTION/m
ain/vmw-depot—-index.xml

e HPE: http://vibsdepot .hpe.com/index.xml

e Dell: http://vmwaredepot .dell.com/index.xml

How to do it...

The following procedure will guide you through the steps involved in importing a software
depot from an offline bundle:

1. Log in to the vSphere Web Client and navigate to the Auto Deploy plugin screen.
2. On the Auto Deploy screen, navigate to the Software Depots tab and click on the

r~I}I——l icon to bring up the Add Software Depot window:
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Mavigator X 7] Auto Deploy

4 Back Getting Started | Software Depots | DeployRules  Deployed Hosts  Discovered Hosts
z} Home (t3) & Q Filte -

[ Hosts and Clusters Y Type

1[._9] VMs and Templates E@ CustomDepot Custom

3 storage ] HPE Online Depaot Online

£39 Networking F§ ESXi65_OffineBundle ZIP

3. On the Add Software Depot window, select Online Depot, supply a Name,
URL, and click OK to create the online depot:

] Add Software Depot

URL:

Select the type of depot you want to create.

(*) Online depot €D

o Mame: |Vrv1wareﬂnlieReposimr§.r e

I.vmwa re.com/softwareNMUMPRODUCTION/mainivmw-depot-index xml I

(_) Custom depot

Q.

4. You should see a Connect depot task complete successfully in the Recent Tasks

pane.

There's more...

Online Software Depots can also be added using the Image Builder CLI. The process is
identical to adding an offline bundle. The depot URL used will be an online https URL

instead of a hard disk location:

1. Launch a VMware PowerCLI session.
2. Use the Add-SoftwareDepot command to import an offline bundle. The
command requires you to provide the URL of the online repository.
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3. Run the GetEsxSoftwareDepot command to list all software depots imported
into the PowerCLI session.

4. Additionally, you could issue the $DefaultSoftwareDepots command to
verify which of the added software depots is the default:

1" VMware PowerCL1 6.5 Release 1 build 4624819

Welcome to UMware PowerCLI?

Log in to a vCenter Servep Connect—UIServer
To find out what commands am 1 ype : Get—-UICommand

To show searchable help ¥ H Get—PouwerCLIHelp
Once you’ve connected. i i Get—|

If you need more help,. v t the PowerCLI communit Get—PowerCLICommunit y

Copyright <C> UMware, Inc. All pights resewved.

shostupdate .vmware .cons/sof tware-UUM/-PRODUCTION/main vmu—depot—index.xml

PowerCLI C:\>|Get—EsxSoftuwareDepot =]

shostupdate .vmuware .comn/sof tware-UUM/PRODUCTION/main/vnmu—depot—index.xml

PowerCLI [C:\> $DefaultSoftwareDepots c
D 1

«« UMuvare. . . PartnerSupported
. UMuare. . . PartnerSupported
UMua: . PartnerSupported
UMuvare . - PartnerSupported
UMuvare . - PartnerSupported

. UMuare, - . PartnerS8upported
. UMuare, . 2... PartnerSupported
. UMuare. . 3727.2017 4:... PartnerSupported
. UMuare. . 5-18,2016 11... PartnerSupported

Creating a custom depot

The Image Builder GUI will require you to create a custom depot to allow the cloning or
creation of new image profiles. Pre-defined image profiles can only be cloned to a custom
depot. You can think of custom depot as a work desk for customizing image profiles.

How to do it...

The following procedure will help you create a custom depot:

1. Log in to the vSphere Web Client and navigate to the Auto Deploy plugin screen.
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2. On the Auto Deploy screen, navigate to the Software Depots tab and click on the
@ icon to bring up the Add Software Depot window:

Navigator X | 7 Auto Deploy
4 Back

Getting Started | Software Depots | Deploy Rules  Deployed Hosts  Discovered Hosts
./.-_-.\.
ﬁj Home &bl m I Q (@ Filter -
S o

[ Hosts and Clusters ¥ Name Type
[#] vMs and Templates 3| T HPE Online Depot Online
[ Storage 3| Cf ESXi65_OffineBundle ZIP
@ Netwarking 3 I’Z—I YWilware Onlie Repository Cnline

3. On the Add Software Depot window, choose to create a Custom Depot and
supply a Name for the depot. Click OK to create the depot:

©~] Add Software Depot (?)

Select the type of depot you want to create.

() Online depot @

(*) Custom depot

o Name: [My Custom Depof a

° OK || Cancel

4. You should see a Connect depot task complete successfully in the Recent Tasks
pane.
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Creating image profiles using an existing
image profile

Image profiles can be created by cloning a predefined image profile. Predefined image
profiles are read-only. Hence they cannot be modified. Cloning will let you create an exact
copy of the image profile with the read-only property set to false, thereby letting you
modify the profile.

Getting ready

To be able to create the image profiles you would need a software depot/s with the required
predefined image profiles and software packages already presented to the Image Builder
service. Read the recipes, Importing a software depot and Creating an online software depots to
learn how to present offline and online-depots to the Image Builder. Also, create a custom
depot before you proceed. Read the recipe, Creating a custom depot for instructions.

How to do it...

The following procedure will guide you through the steps involved in creating an image
profile by cloning a predefined image profile:

1. Log in to the vSphere Web Client and navigate to the Auto Deploy plugin screen.

2. On the Auto Deploy screen, select the Software Depots you would like to clone
the Image Profiles from. In this case, we have selected the depot created by
importing an offline bundle.

3. With the intended software depot selected, navigate to the image profiles tab and
select the image profile you would like to clone.
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4. With the image profile selected, click on the Clone Image Profile @ icon to
bring up the Clone Image Profile wizard:

7]l Auto Deploy

Getting Started | Software Depots | Deploy Rules  Deployed Hosts  Discovered Hosts

=] & | X | Q@ Fil 7 - Software Depot: ESXi65_OfflineBundle

SETIE Type olmage Profiles | Software F'ackages]

1 HPE Online Depot Online /.—.\W/——o N

[§] ESXi65_OffineBundle 7ZIP o s K \@/ & § . )
£ VNware Onlie Repository Online Hame Acceptance Level Vendor Last Mod
E@ Test Custom @ ESXi-6.5.0-20170104001-no-tools Partner supported VMware, Inc. 06/01:2
g My Custom Depot Custom (@) ESXi-6.5.0-20170104001-standard e Partner supported VMware, Inc. 08/0112

5. On the Clone Image Profile wizard screen, supply a Name, Vendor, Description
(optional) and choose the destination Software depot. Click Next to continue:

@ ESXi-6.5.0-20170104001-standard - Clone Image Profile 7
1 Name and details Name and details
Enter the name and details for this image profile
2 Select software packages
3 Ready to complete Name: CustomHPServer ‘
Vendor. vDescribed ‘
Description: ‘
Software depot: \ My Custom Depot e ‘ | @
Next Cancel

[132]



Using ESXi Image Builder

Chapter 4

6. On the Select software packages screen, set a desired Acceptance level for the
image profile, choose a software depot to fetch the packages from, select the
packages and click Next to continue:

@9 ESXi-6.5.0-20170104001-standard - Clone Image Profile Fow
« 1 Name and details Select software packages
Select acceptance |evel and software packages.
4 2 Select software packages
3 Ready to complete Acceptance level: | Community supported ‘. |~ ]
Select sofiware packages
| Available | Selected (125)
Software depot | HPE Online Depmo | v | Q -
Name Version Acceptance Level Vendor -
[] hpbootcfg 5.5.0.02-01.00.5.1198610 Partner supported Hewlett-Packard
[] hpbootcfg 5.5.0.02-02.00.5.1198610 Partner supported HPE
[] hpbootcfg 6.0.0.02-01.00.11.2159203 Partner supported Hewlett-Packard
[] hpbootcig 6.0.0.02-02.00.6.2494585 Partner supported HFE
[] hpe-cru 5.5.8.8-10EM.550.0.0.1198610 Partner supported HPE
[] hpe-cru 6.0.8.6-10EM.600.0.0 2494585 Partner supported HPE
1 hpe-cru 650.6.5.8.24-1.4240417 Partner supported HPE
[+7 hpe-esxi-fc-enablement 510.2.5.20-799733 Partner supported HPE
[] hpe-esxi-fc-enablement 550.2.5.20-1198610 Partner supported HPE
1 _hna-acyifr.anahlamant REN 2 A2N.110274N Parnar sunnnrtad HPFE b
“ i3 r
L 181 items [mp Export~ [{4Copy ~
Back Next Cancel

7. On the Ready to complete screen, review the setting and click Finish to start the
clone operation.

8. You should see a Connect depot task complete successfully in the Recent Tasks

pane.

9. Once done, the custom depot will list the newly cloned image profile. Verify
whether it has the desired vendor Name, Acceptance Level, and the packages:
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7 Auto Deploy
Getting Started | Software Depots | DeployRules  Deployed Hosts  Discovered Hosts
B g X Q - Software Depot: My Custom Depot
[z Type Image Profiles | Software Packages
[ HPE Online Depot Online
£5) ESXif5_OffineBundle zP + 7 % L= a -
[ Vhware Onlie Repository Online Name Acceptance Level Vendor Lest Medified
[g Test Custom (@) CustomHPServer J Community supported J vDescribed ¢ 09/04/2017 18:55
gl My Custom Depot Custom

v {

14

Image Profile: CustomHP Server

Name

(g ata-pata-hpt3x2n

(g Dlock-ceiss

| () hpe-cru

(g hpe-esxi-fc-enablement

@ Isu-hp-hpsa-plugin

0.3.4-3ymw.650.0.0.4564106
3.6.14-10vmw.650.0.0 4564106
650.6.5.5.24-1.4240417
510.2.5.20-799733
2.0.0-3vmw.650.0.0. 4564106

v
titems [= Export~ [ Copy ~

Acoeptance Level Relesse

WMware certified 27104
WMware certified 27104
Partner supported a7
Partner supported 01044
VMware certified Viware 2710

There's more....

You can also use ESXi Image Builder CLI to clone an image profile. Unlike the GUI method,
you are not required to create a custom depot for this activity. In this case, the VMware
PowerCLI session becomes the work desk for this activity:

1. Launch a VMware PowerCLI session.

2. Use the Add-SoftwareDepot command to import an offline bundle. The
command requires you to provide the path to an offline depot or the URL of the

online repository.

3. Define an array variable to hold the output of the command Get -
EsxImageProfile.

4. List the contents of the array variable to verify it has the desired content.

5. Use the New-EsxImageProfile command to create a new image profile by
cloning the desired image profile. Use the array [n] representation to address
the correct image profile.
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6. Run the Get-EsxImageProfile command to list all the image profiles. You
should see the newly created image profiles:

| £ VMware Power(LI 6.5 Release 1 build 4624819

WYelcome to UMware PowerCLI?

Log in to a vCenter Sevver or ESE host: Connect—-UIlServer

To find out what commands are availabhle,. type: Get—UICommand

To show searchahle help for all PowerCLI commands: Get—PowerCLIHelp

Once you've connected. display all virtuwal machines: Get-U

If you need more help. wisit the PowerCLI community: Get-PowerCLICommunituy

Copyright <G> UMware, Inc. All rights reserved.

PowerCLI C:v» Add-EsxSoftwareDepot -DepotlUrl “Z:“uwSphere 6.5a“\ESHibLA-20178018081 . =ip" TA

PowerCLI C:“>»|SPROFILES = Get—EsxImageProfile B
PowerCLI C:\»|SPROFILES

Last Modified fAcceptance Lewvel

ESXi-6.5.0-20170184801 —=stan... UMware. Inc. 16,2817 4:2_._ PartnerSupported
ES¥i-6.5.8-201791084881—no-t... UMware. Inc. 16,2817 4:2... PartnerSupported

ame "PROFILE®1'

Acceptance Level

1-6-2817 4:2... PartnerSupported

Last Modified Acceptance Level

vDescribed 16,2817 4:2... PartnerSupported
ES¥i-6.5.8-201701848A1 —stan. .. UMware. Inc. 1672017 4:2. .. PartnerSupported
ES¥i-6.5.8-201791084881—no-t... UMware. Inc. 16,2817 4:2... PartnerSupported

Creating image profiles from scratch

Image profiles can be created from scratch. Meaning you need not depend on a predefined
image profile to form a new image profile. However, it is important to make sure that you
include at least one ESXi base image and a bootable kernel module.
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Getting ready

To be able to create image profiles from scratch, you will need offline or online software
depot(s) with the required predefined image profiles and software packages already
presented to the Image Builder Service. Read the recipes, Importing a software depot and
Creating an online software depot to learn how to present offline and online-depots to the
Image Builder. Also, create a custom depot before you proceed. Read the recipe, Creating a
custom depot for instructions.

How to do it...

The following procedure will guide you through the steps involved in creating an Image
Profile from scratch:

1. Log in to the vSphere Web Client and navigate to the Auto Deploy plugin screen.

2. On the Auto Deploy screen, select the software depot you would like to create
the image profile within, navigate to the Image Profiles tab and click on the New
Image Profile... ¥ icon to bring up the New Image Profile wizard:

1l Auto Deploy
Getting Started | Software Depots | Deploy Rules  Deployed Hosts  Discovered Hosts
".__l {} b4 Q - Software Depot: My Custom Depot

Hame Type mage Profiles | Software Packages |

[ HPE Online Depot online

Ff ESXiB5_OffineBundle zP o New Image Profile... e Q
.T—I ViMware Onlie Repository QOnline Hame Acceptance Level Vendor
‘E Test Custom "E) CustomHPServer Community supported vDescribed

["#] Wy Custom Depot o Custom
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3. On the New Image Profile wizard screen, supply a Name, Vendor, Description
(optional) and choose the destination Software depot. Click Next to continue:

4F New Image Profile 2 M

1 Name and details Name and details

Enter the name and details for this image profile
2 Select software packages

3 Ready to complete MName: My Own Server o |

Vendor. ‘HUmeLab e |

Description: [

Software depot [ My Custom Depot ﬁ |- @

Next Cancel
[

4. On the Select software packages screen, set a desired Acceptance level for the
image profile, choose a software depot to fetch the packages from, add an ESXi
base and boot image and its dependencies and select the other required packages
and click Next to continue:

=k New Image Profile (2] MM

Select software packages
Select acceptance level and software packages.

« 1 Name and details

2 Select software packages

3 Ready to complete Acceptance level: | Community supported [~ ]

Select software packages:

Available \ Selected (1)

Software depot | VMware Onlie Repository [+ ](al -
Name Version Acceptance Level Vendor w
esx-Dase RURV D it Mware cerlifie Mware
b £.0.0-3.57 5050593 Vi ified VM
esx-base 0.0 X Mware certine Mware
b 6.0.0-3.58.5224934 VI rtified VM
esx-Dase 2.0 . Mware certre Mware
b 6.5.0-0.0.4564106 W ified VM
esx-base 2.0+ - Mware cerifie Mware
b 6.5.0-0.11.5146843 VI rtified VM
esx-base - Mware cerire Mware
b 65.0-0 14 5146846 VI rlified VM
esx-Dase 2. U E 'ware cerine 'ware
b; £.5.0-0.15.5224529 Vi ified VM [%
esx-base 2.0-0.9. Mware certine Mware
b 6.5.0-0.0.4887370 VI rtified VM
esx-xlhbs L0 X Mware certrne Mware
[l lib 5.1.0-0.0.799733 I rified VM
esx-xlibs 2.0-0.0. Mware cerlifie Mware
O 1ib 5.5.0-0.0.1331820 VM rtified VM
q v
i 131 of 804 items [ Export~ [£5 Copy ~

Back Hext Cancel
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5. Since this is an example, I have included only the esx-base image, esx-tboot
module and their dependencies. In the real world, you will need additional
software packages to form a functional ESXi image.

6. On the Ready to complete screen, review the setting and click Finish to create the

profile:
4k New Image Profile 2 M
+ 1 Hame and details Ready to complete
Review your settings selections before finishing the wizard.
" 2 Select software packages
T e R Name: My Own Server
Vendor: Homelab
Acceptance level: Community supported
Description: -
Software depot My Custom Depot
Software packages: 4
Back Finish Cancel

7. Once done, verify whether the image profile has the desired Acceptance Level,
vendor Name and software packages:

Z Auto Deploy

Getting Started | Software Depots | Deploy Rules  Deployed Hosts  Discovered Hosts

B od | X Q - Software Depot: My Custom Depot
ireE Type | Image Profiles ‘ Software Packages |
£ HPE Online Depot Online
£§ ESXi65_OfflineBundle zP +I/IXP A I Q
1 Viware Onlie Repository online Name Acceptance Level Vendor Last Modified
g Test Custom @ CustomHPServer Community supported vDescribed 08/04/2017 1
§ My Custom Depot Custom (@) My Own Server J Community suppaorted J Homelab « 09/04/2017 1
“
] 2items [ Export~ [f3(
Image Profile: My Own Server
Q
Name Acceptance Level Ve
@ esx-base 6.5.0-0.15.5224529 VMware certified VMware
J & esxiboot 6.5.0-0.0.4564106 VMware certified VMware
@ vsan 6.5.0-0.15.5224529 VMware certified VMware
(@ vsanhealth 6.5.0-0.15.5224529 VMware certified VMware
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There's more...

ESXi Image Builder CLI can be used to create an Image Profile from scratch. Unlike the GUI
method, you are not required to create a custom depot for this activity, since the VMware
PowerCLI session becomes the work desk in this case.

Here is how you do it:

1. Launch a VMware PowerCLI session.

2. Use the Add-SoftwareDepot cmdlet to import an offline bundle. The command
requires you to provide the path to an offline depot or the URL of the online
repository.

3. Use the Add-EsxSoftwareDepot cmdlet to add all the needed offline bundles to
the vSphere PowerCLI session.

4. Assign the Get-EsxSoftwareDepot cmdlet output to an array variable.

5. Use the Get-EsxSoftwarePackage cmdlet to generate a list of required
software packages.

6. Assign the output of the Get -EsxSoftwarePackage command to a variable.

7. Use the New-EsxImageProfile cmdlet to create a new image profile including
the desired software package list stored in the variable.

8. Export the image profile to an ISO or offline bundle:

- ' VMware Power(LI 6.5 Release 1 build 4624819

Sphere 6.5aNESHi6bbB-201701801.zip?index.xml

PowerCLI C:\} $DEPOT = Get-EsxSoftuwareDepot B

PowerCLI Cin>

c

1l/2'?/2316
18-27-2016
18-27,2016
18-27,2016
13/2'?/2316
8,27,2016
forcedeth
npt2sas 650.8.0.45... UMY 5
pata—pdc2B2 ?x 1.8-30mu. SEE ¥ 1/27/2316
lscsi—megaraid-mbox 2.28.5.1-6vnw.650 .4 i 18-27/2016 .
1.1.0.3-1vmu.658.0.8. 3564186 UMy 18-27,2016 4:...

PowerCLI G:\>|$AFTER_DEC_2P16 = Get—-EsxSoftuarePackage -SoftwareDepot S$DEPOTI[B]1 -Createdffter B1-12.2816 D

PowerCLI G: \)7

PowerCLI C:\> New—EsxInmageProfile —MNewProfile —MName "“POST_DEC_16" —Uendor "vDescrihed" —SoftwarePackage $AFTER_DEC_2016 —Acceptanc|
eLevel ComnunitySupported

E Uendor Last Modified Acceptance Leuvel
_DEC_16 uDescribed 4/18-2817 18... CommunitySupported
PowerCLI C:\>| Export—-EsxImageProfile —ImageProfile "POST_DEC_16'" —ExportToBundle -FilePath "Z:“vEphere 6.5%a“POST_DEC 16.zip"

PowerCLI C:iN>
PowerCLI C:iv>
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Comparing image profiles
Sometimes, it becomes necessary to compare the difference between two image profiles. For

instance, you can compare two different versions of ESXi to know what's upgraded or
changed. The Image Builder GUI provides a very intuitive workflow to do this.

How to do it...

The following procedure will walk you through steps involved in comparing two image
profiles using the GUI. In this example, we will be reviewing an ESXi 6.0 image profile with
ESXi 6.5:

1. Log in to the vSphere Web Client and navigate to the Auto Deploy plugin screen.

2. On the Auto Deploy screen, select Software Depots, navigate to Image Profiles,
select the image profile to compare and click on Compare To to bring up the
Compare Image Profile screen:

Navigator X 7 Auto Deploy
A Back Gefting Started | Software Depots | DeployRules  Deployed Hosts  Discovered Hosts
(&} Home b lX qQ - Software Depot: ESXi600ffineBunle

[} Hosts and Clusters Hame Type | Image Profiles | Software Packages D

] VMs and Templates [ HPE Online Depot Online o e

Tt £5 ESXi65_OffineBundle 2P S Edit. 3¢ Delete &9 Clone.. | & Compare T...|dks Move To.. |} Exportima Q hd
Name oy

Acceptence Level

€3 Networking [ vmware Onlie Repository Onling
[ Content Libraries [g Test Custom 5¥i-6.0.0-20170201001s-no-tools Pariner supparted Whware, Inc.
LEJ Global Inventory Lists g My Custom Depot Custom S5Xi-6.0.0-20170201001s-standard o Partner supported VMware, Inc.

5Xi-6.0.0-20170202001-no-tools Partner supported VMware, Inc.
5Xi-6.0.0-20170202001-standard Pariner supported WMware, Inc.

il ESXi60OfineBunl o

5% Policies and Profiles

&1 Auto Deploy A
(7, Update Manager
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3. On the Compare Image Profile screen, click on Select image profile... to bring up
the Select Image Profile window:

% ESXi-6.0.0-20170201001s-standard - Compare Image Profile

Image profile: ESXi-6.0.0-20170201001s-standard Image profile: | selectimage proﬂle..e
Software depot: ESXiE00fineBunle Software depot: -
Acceptance level: Partner supported Acceptance level: -

WVendor: Widware, Inc. Vendor: =

4. On the Select Image Profile window, choose the desired Software depot, select
the image profile and click OK to make the selection and return to the Compare
Image Profile screen:

(@) SelectImage Profile

Software depot | ESXIG5_OfineBundle .a| ~ | (q File -

Hame Acceptance Level Vendor Last Madified Description

(=) ,é,) ESXi-6.5.0-20170104001 Partner supported WMware, Inc. 06/01/2017 09:53 For more information, see hitp/ikb.vmware.co..
=] "E’:J ESXi-6.5.0-20170104001-st.. Partner supported WMware, Inc. 06/01/2017 09:53 For more information, see hitp/ikb.vmware.co..
M 2items [= Export~ [ Copy~

m oK %H Cancel |

5. The Compare Image Profile screen will now present you with the comparison
options—Upgraded, Downgraded, Additional, Missing, and Same. All the
options are self-explanatory. Once you have finished with comparing the image
profiles, you can click OK to close the window:
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% E5Xi-6.0.0-20170201001s-standard - Compare Image Profile

Image profile: ESXi-6.0.0-20170201001s-standard Image profile: ESXi-6.5.0-20170104001-n. | Change.. |
Software depot ESXi600fineBunle Software depot: ESXi65_0OfflineBundle

Acceptance level: Partner supported Acceptance level: Partner supported

Vendor: Vldware, Inc. Vendor: VMware, Inc.

Software packages:

Missing | Same |

|. All | Upgraded| Downgraded ‘ Additional

The following software packages have a greater version in ESXi-6.5.0-20170104001-no-tools:
Q Filte -
(@) ESXi-6.5.0-20170104001-no-tools

(@) ESXi-$.0.0-20170201001s standard

Mame Version Acceptance Level Vendor Name Acceptance Level Vendor
ata-pata-amd 0.3.10-3vmw.60... | VMware ceriified ViMware 0.3.10-3vmw.B5... WW i
ata-pata-atiixp 0.4.6-4vmw.600.... VMware certified VMware 0.4.6-4vmw.650.... VMW 3
ata-pata-cmdfdx 0.2.5-3vmw.600.... | VMware certified VMware 0.2.5-3vmw.B50.... VMW
ata-pata-hpt3x2n 0.3.4-3vmw.600....  VMware certified VMware 0.3.4-3vmw.B650.... VMW
ata-pata-pdc202...  1.0-3vmw.600.0... VMware ceriified ViMware 1.0-3vmw.650.0.... VMW
ata-pata-server... 0.4.3-3vmw.600....  VMware certified VMware 0.4.3-3vmw.B650.... VMW -

Moving image profiles between software
depots

You can move image profiles between two custom software depots. A common use case is
to use a single software depot as a staging area to prepare an image profile and then move
the desired ones to a separate software depot.

Image Builder GUI uses software depots as a work desk to manage and
manipulate image profiles.
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How to do it...

The following procedure will help move image profiles between custom software depots:

1. Log in to the vSphere Web Client and navigate to the Auto Deploy plugin screen.

2. On the Auto Deploy screen, select a My Custom Depot, navigate to its Image
Profiles tab, right-click on the image profile to move and click Move To...:

Havigator X | Auto Deploy

A Back | Gelting Started | Software Depots | DeployRules  Deployed Hosts  Discovered Hosts

(i} Home B @ | X Q Filte - Software Depot: My Custom Depot

[P Hosts and Clusters Name T ‘ Image Profiles | Software Packages |

1D_J|VMS and Templates I=_jl HPE Cnline Depot Online

B storage 5 ESXiB5_OfineBundle 7P o NewImage Profile... | 7 Edit.. 3¢ Delete g@cClone. G s §

£3 Networking .1 VMware Onlie Repository Online Name Acceptance Level Vendaor

Content Libraries 7] My Custom Depot Custom (@ CustomHPSenver Community supported  vDescribed
3 ESXiB00fineBunle zIP (&) My Own Server At mnnnssted Homelab

|54 Global Inventory Lists Actions - 1 Object '

My Own Depot Custom
s Policies and Profiles = | § Exportimage Profile L
) ) Compare To
A Auto Deploy A 1% E
= ] #9 Clone
(@, Update Manager !
& Edit..

Administration Image Profile: My Own Sel s Move To... D
[z] Tasks % Delete R

3. On the Move Image Profile window, use the dropdown to select the desired
destination depot and click OK:

&k My Own Server - Move Image Profile (2) M

Select a custom depot to move the image profile to:

= 18
° OK ][ Cancel l

4. Verify whether the destination depot lists the moved image profile:

|' My Own Depot
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7 Auto Deploy

Getting Started | Software Depots | Deploy Rules DeployedHosts  Discovered Hosts

Acosptance Level Vendar

[ 4 b 4 Q - Software Depot: My Own Depot

iETE Type | Image Profiles | Software Packages ‘
£ HPE Online Depot Online

F3] ESXi65_OfflineBundle zP o tew Image Profle

[0 viware Onlie Repository Online Mame

@ My Custom Depot Custom (@) My Own Server J

[ ESKiG0OfMineBunle il

C@ Wy Own Depot Custom

Q -
Desaiption

Last Modified

Community supported  Homelab 09/04/2017 19:47

tlitems [a Export~ [ Copy~

Exporting image profiles

The whole purpose of using ESXi Image Builder is to create custom ESXi bootable images.
Customization is achieved by manipulating ESXi image profiles. The procedure reaches
fruition only when you can generate a bootable ISO or a usable offline bundle. The Image
Builder GUI can be used to export image profiles as ISOs or offline bundles (. zip).

How to do it...

The following procedure will help you export image profiles:

1. Log in to the vSphere Web Client and navigate to the Auto Deploy plugin screen.

2. On the Auto Deploy screen, select a My Custom Depot, navigate to its Image
Profiles tab, right-click on the image profile to move and click Export Image

.
Profile...:
Navigator X | 71 Auto Deploy
4 Back Getting Started | Software Depots | DeployRules  Deployed Hosts  Discovered Hosts
G} Home B of X Q - Software Depot: My Custom Depot
[ Hosts and Clusters = ee | Image Profiles ‘ Software Packages |
|#] vMs and Templates [ HPE Online Depot Online
H Storage Ff) ESXI65_OfMineBundle 7P ok NewImage Profile.. | 4 Edit.. 3¢ Delete g®Clone.. & & §
t;a Metworking ;I VMware Onlie Repository Online Name Acceptance Level ‘endor
[E] Content Libraries C@ My Custom Depot Custom |@ CustomHF‘Ser\dere Communite sunnarted  yDescribed
(& ESXis00fineBunl ZIP PRl W]

- i i ineBunle
|55 Global Inventory Lists 7 Ere iR

My Own Depot Custom D
i Policies and Prafiles a | S Compare To... :
ZA Auto Deplay A h : Clone !
(&, Update Manager # Edit.

& Move To...
&% Administration Image Profile: CustomHPSe| —
% Delete

[z] Tasks - -
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3. On the Export Image Profile window select the export type and click Generate
image to begin the export. The export might take a few minutes to finish:

Il CustomHPServer - Export Image Profile 2"

Generating the image may be a long-running operation. You can minimize this wizard and resume it
when the exporttask finishes.

Selectthe type ofthe exported image and oplions about it.

=) [30 - Generate a bootable 130 image from the image profile.
Do notinclude an installer on the 150, @

i) ZIP - Generate a ZIP archive containing the software packages in the image profile.

Generate imagee

Skip acceptance level checking.

eCIose

4. The export might take a few minutes to finish.
5. Once done, click Close to exit the Export Image Profile window.

There's more...

Image profiles can be exported to ISO or offline bundles (. zip) using the Image Builder
CLI. Although the GUI method is more intuitive, it is handy to know the CLI method. The

commands syntaxes are:

Export-EsxImageProfile
FilePath "<Destination
Export-EsxImageProfile
FilePath "<Destination

Here is an example:

—-ImageProfile "<Profile Name>" —-ExportTolso -
hard disk location for the ISO>"

—ImageProfile "<Profile Name>" -ExportToBundle -
hard disk location for the .zip file>"

C:n> Export—EsxImageProfile —ImageProfile “"PROFILEA1" —ExportTolso —FilePath “Z:“wSphere 6.5a“PROFILEA1.iso"
[

Gany
PowerCLI C

C:n> Export—EsxImageProfile —ImageProfile “"PROFILEA1" —ExportToBundle -FilePath "Z:“uSphere 6.5a~PROFILE_OfflineB.zip"
N>
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In this chapter, we will cover the following recipes:

¢ Enabling vSphere's auto deploy service
¢ Configuring a TFTP server with the files required to PXE boot servers
e Configuring a DHCP server to work with auto deploy

¢ Preparing the vSphere environment — create host profile, configure the deploy
rules and activating them

¢ Enabling stateless caching
¢ Enabling stateful install

Introduction

In a large environment, deploying, and upgrading ESXi hosts is an activity that requires a
lot of planning and manual work. For instance, if you were to deploy a set of 50 ESXi hosts
in an environment, then you might need more than one engineer assigned to perform this
task. The same would be the case if you were to upgrade or patch ESXi hosts. The upgrade
or the patching operation should be done on each host. Of course, you have vSphere update
manager that can be configured to schedule, stage, and remediate hosts, but again the
process of remediation would consume a considerable amount of time, depending on the
type and size of the patch. VMware has found a way to reduce the amount of manual work
and time required for deploying, patching, and upgrading ESXi hosts. They call it vSphere
auto deploy. In this chapter, you will learn not only to design, activate, and configure
vSphere auto deploy but also to provision the ESXi hosts using it.
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vSphere auto deploy architecture

vSphere auto deploy is a web server component that, once configured, can be used to
quickly provision a large number of the ESXi hosts without the need to use the ESXi
installation image to perform an installation on the physical machine. It can also be used to
perform the upgrade or patching of the ESXi hosts without the need for vSphere update
manager. Now, how is this achieved? vSphere auto deploy is a centralized web server
component that lets you define rules that govern how the ESXi servers are provisioned. It,
however, cannot work on its own. There are a few other components that play a supporting
role for auto deploy to do its magic and here they are:

¢ The auto deploy service

e A DHCP server with scope options 66 and 67 configured
o A TFTP server hosting files for a PXE boot

¢ Servers with PXE (network boot) enabled in their BIOS

e Host profiles configured at the vCenter server

Enable Auto Deploy Services

Configure TFTP with files required to
PXE boot servers

Configure DHCP server to work with
Auto Deploy

Prepare vSphere Environment-Create
Host Profile, Configure Deploy rules
and Activate them
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The ESXi Host first begins to network boot by requesting for an IP address from the DHCP
Server. The DHCP Server responds with an IP address and the DHCP scope options
providing the details of the TFTP Server. The ESXi Host then loads the PXE boot image
from the TFTP Server to bootstrap the machine and subsequently sends an HTTP Boot
Request to the Auto Deploy Server, to load an ESXi Image into the host's memory. The
image is chosen based on the rules created at the Auto Deploy Server. The workflow is
shown here:

Boot Loader 7 (3)

DHCF Reguest (1)—a
ESX¥i Host + FECETEETEEE IP Address {(2)- - --- ) TFTP Server
- Scope Options (2)-....ve. 2:;;
J [
e GPRE () e e e
HTTP Boot Request (5) »  Deploy
SO ESKi IMAGE (B) ++vnvveerenranseirna,|  SCTVET

Enabling vSphere auto deploy service

Auto deploy services, by default, are left disabled and need to be enabled explicitly.
Understandably so, unless the environment warrants having specific features, they are left
disabled to keep the resource consumption optimal. There are two specific services that
need to be enabled to ensure that auto deploy functions as desired. In this recipe, we shall
walk through the process of enabling the auto deploy service and image builder service on
the vCenter Server Appliance.
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How to do it...

The following procedure walks us through enabling the appropriate services to activate
Auto Deploy:

1. Log in to vCenter Server Appliance.

2. Navigate to Home | Administration | System Configuration as illustrated in the
following screenshot:

vmware* vSphere Web Client fi=

Navigator X  Roles

{ Back Roles provider: | vc1.w
Administration Roles

~ Access Control

| Roes I

Global Permissions

) i Administrator
« Single Sign-On

Read-only
Users and Groups
Mo access
Configuration
Mo eryptography adrr
« Licensing ) !
Virtual machine pow
Licenses Virtual machine user
Reports Resource pool admi
v Solutions Content library admit
Client Plug-Ins VMware Consolidate
vCenter Server Extensions Datastore consumer
~ Deployment Tagging Admin
System Configuration > Metwork administrat
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3. Click on Nodes and select the intended vCenter instance and Related Objects as

shown here:

vmware: vSphere Web Client

2 vet.vcloudlocal

Summary  Monitor

& Nodes Services
@ Senvces ) Restart start g Stop 7 Settings | g
Nodes Name 1 a|Starup Type

m (J Appliance Management Serv.. | Automatic

4. Highlight Auto Deploy service and click on Start.
5. Click on Settings and set Automatic to start automatically as shown here:

[ Auto Deploy {vc1l.vcloud.local) - Edit Startup Type @

Select the startup type for this senice:

(=) Automatic

The senice starts automaticallywhen the OS starts
() Manual

You must start the senice manually afier the OS starts

() Disabled
The senice is disabled when the OS starts

ok J{ cacal ]

6. Highlight ImageBuilder Service and click on Start.
7. Click on Settings and set Automatic to start automatically.
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8. Confirm that services are started from the Recent Tasks pane:

|| Recent Tasks

R~
Tazsk Name Target Status
Start zervice J ImageBuilder Servi.. + Completed

How it works...

Auto deploy services are, by default, left to start manually although integrated with vCSA.
Hence, if the environment warrants having the feature, the administrator has to enable the
service and set it to start automatically with vCenter.

Configuring TFTP server with the files
required to PXE boot

Trivial File Transfer Protocol (TFTP) enables a client to retrieve a file and transmit to a
remote host. This workflow concept is leveraged in the auto deploy process. Neither the
protocol nor the workflow is proprietary to VMware. In this recipe, we shall use an open
source utility to act as the TFTP server, there are other variants that can be used for similar

purposes.

Getting ready

Download SolarWind TFTP server at https://www.solarwinds.com/free-tools/free-

tftp-server.
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How to do it...
The following procedure would step you through configuring the TFTP server to be PXE

boot ready:

1. Log in to vCenter Server Appliance.

2. Navigate to Home | vCenter | Configure | Auto Deploy

3. Click on Download TFTP Boot Zip instance as depicted here:

G firstvm

E' esxiBoga-2 vcloud local

E] esxiBoga-3 vcloud local
1 Darnn Small Linux (1)

Message of the Day

Advanced Settings

Auto Deploy

Navigator X (7] vetvcloud.local 3 @ Jg | {8Actions v
4 Back Getting ... Summary  Monitor | Config... = Permis..
o i Click to go back. & “ Auto Deploy
< & vc1 veloud local )
- [ vmtown ~ Settings BIOS DHCP File Name
~ [ vmtown General iPXE Boot URL
E' esxiBoga- 1 vcloud local Licensing

Cache Size
Cache Space In-Use

Download TFTP Boot

Datace..

Hosts &..  VMs

undionly.kpxe vmw-hardwired

Datasto...

Netwarks|

https://192.168.1.10:6501 vmwirbd/tramp

2.00GiB

7MB

4. Extract the files to the TFTP server folder (TFTP-Root) as demonstrated in the
following screenshot:

GO~

Organize =

[ Faworites
BE Desktop
& Downloads

O E:
=l Recent Places

4 Libraries
3 Docurments
J- Fusic
le=| Pictures

E Widenos

1M Computer

&i Metwork

Include in library =

. v Computer » Local Disk (C:) » TFTP-Root

Share with = MNew folder

=

Marne

|| snponlyfd.efi

| snponlyGd.efi.officialkey

|| snponlyfd.efitestkey

| snponlyfd.efiema-hardwired

| snponlyfd.efisvrma-hardwired.officialkey
| snponlyfdefisra-hardaired testhey

L | tramp

L undionly.0

| undionly.kpxe

| undionly.kpxe.debug

| undionly.kpxe debugrmore

| undionly.kpexe nomcast

| undionly.kpxe vrmn-hardwired

|| undionly. kpxe wrmn-hardwired-nomcast

Date rmodified

1172172017 138 PR
11/21/2017 1:38 PM
1172172017 1:38 PM
117212017 138 PR
1142172017 1:38 PM
1172172017 1:38 PM
117212017 138 PR
1142172017 1:38 PM
1172172017 1:38 PM
114212017 138 P
1142172017 1:38 PM
1172172017 138 PR
11/21/2017 1:38 PM
1172172017 1:38 PM

Type Size

EFTFile
OFFICIALKEY File
TESTKEY File
WA~ HARDWRE..
OFFICIALKEY File
TESTKEY File

File

0 File

KP¥E File

DEBUG File
DEELGMORE File
MOMCLAST File
WY -HARDWARE..,
WA -HARDUWIRE..,

261 KB
266 KB
263 KB
261 KB
266 KB
263 KB

1KE
122 KB
122 KB
92 KB
a6 KB
124 KB
122 KB
122 KB

v|¢,|
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5. Start the TFTP service as shown here:

% SolarWinds TFTP Server o || B R

File  Tools Help solarwinds

TFTP Server Service Stopped.

B4 Solarinds TFTP Server (3]

General | Server Bindings [ Security [ Lahguage |

Status

TFTP Server service status: Stopped [ Start Stop

Tray lcon

V| Add TFTP Server to Windows System Tray

TFTP Configuration
Timeout 3 5| seconds

Retry 6 = times when a remote client doesn't respond

Storage
CATFTP-Root | Any | TFTP Server
TFTP Server Root Directory:
CATFTP-Roat

Rename existing files on conflict Browse

oK I | Cancel
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How it works...

TFTP is primarily used to exchange configuration or boot files between machines in an
environment. It is relatively simple and provides no authentication mechanism. The TFTP
server component can be installed and configured on a Windows or Linux machine. In this
recipe, we have leveraged a third-party TFTP server and configured it to provide the
relevant PXE files on demand. The TFTP server, with the specific PXE file downloaded from
vCenter, aids the host in providing a HTTP boot request to the auto deploy server.

Configuring the DHCP server to work with
auto deploy

Once the auto deploy services and TFTP servers are enabled, the next most important step
in the process is to set up the DHCP server. The DHCP server responds to servers in scope
with an IP address and specifically redirects the server to the intended TFTP server and
boot filename. In this recipe, we shall look into configuring the DHCP server with TFTP
server details alongwith the PXE file that needs to be streamed to the soon-to-be ESXi host.
In this recipe, we shall walk through setting up a Windows-based DHCP server with the
specific configuration that is prevalent. Similar steps can also be repeated in a Unix variant
of DHCP as well.

Getting ready

Ensure that the TFTP server has been set up as per the previous recipe. In addition, the
steps in the following recipe would require access to the DHCP server that is leveraged in
the environment with the appropriate privileges, to configure the DHCP scope options.

How to do it...

The following procedure would step through the process of configuring DHCP to enable
PXE boot:

1. Log in to the server with the DHCP service enabled.
2. Run dhcpmgmt .msc.
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3. Traverse to the scope created for the ESXi IP range intended for PXE boot.
4. Right click on Scope Options and click on Configure Options... as shown in the

following screenshot:

K

-

File Action ‘View Help
e 7@ 0= BE sk

¥ DHCP
4 5 adwk12ucloud.local
4 3 1P
4 || Scope[192.168.100.0] AutoDeploy-PXE
ot Address Pool
@ Address Leases
[ 52 Reservations
_ Scope Optinns |

2| Palicies Configure Options...

2 Serger Ontior

| start Ip £d
f192.168

5. Set values for scope options 066 Boot Server Host Name to that of the TFTP

server.

6. Set values for scope options 067 Bootfile Name to the PXE file

undionly.kpxe.vmw-hardwired as demonstrated here:

L |-‘] o= H| 7| &
P ' Option Name Vendor
dwk12veloud.local i 003 Router Standard
[ 174 =] 006 DNS Servers Standard
u 1 Scope [192,168.100.0] AutoDeploy-PXE 2 015DNS Domain Name  Standard
& Address Pool i 066 Boot Server Host Name  Standard
@® Address Leases %2 067 Bootfile Name Standard
b & Reservations
.. Scope Options

Value
19216811
192.168.1.2
veloud.local
192.168.1.9

undionhy.kpxe vrow-hardwired
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How it works...

When a machine is chosen to be provisioned with ESXi and is powered on, it does a PXE
boot by fetching an IP address from the DHCP server. The DHCP scope configuration
option 66 and 67 will direct the server to contact the TFTP server and load the bootable PXE
image and an accompanying configuration file.

There are three different ways in which you can configure the DHCP server for the auto
deployed hosts:

1. Create a DHCP scope for the subnet to which the ESXi hosts will be connected to.
Configure scope options 66 and 67.

2. If there is already an existing DHCP scope for the subnet, then edit the scope
options 66 and 67 accordingly.

3. Create a reservation under an existing or a newly created DHCP scope using the
MAC address of the ESXi host.

Large-scale deployments avoid creating reservations based on the MAC addresses, because
that adds a lot of manual work, whereas the use of the DHCP scope without any
reservations is much preferred.

Preparing vSphere environment — create
host profile, configure the deploy rules and
activate them

Thus far, we have ensured that auto deploy services are enabled, and the environmental
setup is complete in terms of DHCP configuration and TFTP configuration. Next, we will
need to prepare the vSphere environment to associate the appropriate ESXi image to the
servers that are booting in the network. In this recipe, we will walk through the final steps
of configuring auto deploy by creating a software depot with the correct image, then we
will create auto deploy rules and activate them.
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How to do it...

The following procedure prepares the vSphere environment to work with auto deploy:

1. Log in to vCenter Server.
2. Navigate to Home | Host Profiles as shown here:

vmware* vSphere Web Client A=

. Navigator b 4 i‘ } Home
d.Back,_| ‘ Home l
imentores
[ Hosts and Clusters > - o
[&) Wis and Templates > u&g ﬂ E S 4 = .;A ]
HiEba0s > Hosts and Ws and Storage Networking Content Giobal
€ Networking > Clusters Templates Libraries Inventory Lists
Content Libraries >
) Operations and Policies
[55 Global Inventory Lists >
5% Policies and Profiles > v | [ A
: & 03 &3 ) & a
& Update Manager > -
Task Console EventConsole ‘W Storage Customization Update Auto Deploy
& Auto Deploy Policies Specification Manager
Manager
&% Administration >

3. Click on Extract Profile from host as shown:

vmware® vSphere Web Client #=

Navigator X [ Host Profiles
o | objects |
s Host Profiles |

G5 AD

o Extractprof.. [3f Import Hos... | 4

Hast Prafi'- *'-— - _ R
Extract profile from a host
= an

4. Choose a reference host based on which new hosts can be deployed and click on
Finish:
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[F5 Extract Host Profile 2 »

Select a hostto extract the profile settings
" 2 Name and Description

S LTI e vCenter Server: ‘vc'l.vcluud.lncal |vt

J Filter | (1) Selected Objects

a

Name
(=) [g eswiG5ga-1vcloudlocal
() [ esw6sga-2ycloud local
() [g eswE5ga-3ycloud.local

fack Next | Finish | Cancel

5. Navigate to Home | Auto Deploy.

6. Click on Software Depots | Import Software Depot, provide a suitable name
and browse to the downloaded offline bundle as shown here:

1 Import Software Depot

Name: |ESXi6.5U18] |

File: CAl. Jupdate-from-esxib.5-6.5_update01.zip Browse...

[ upioad |[ close |

7. Click on the Deploy Rules tab and then click on New Deploy Rule.
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8. Provide a name for the rule and choose the pattern that should be used to

identify the target host; in this example we have chosen the IP range defined in

the DHCP scope, also multiple patterns can be nested for further validation:

7| New Deploy Rule 20 M
1 Name and hosts Name and hosts =
] Enter a name and specify to which hosts should the rule apply.
2 Selectimage profile
Se Sl Narme IRuIeBSu‘I
selectnos
5 R Ol Specify to which hosts should the rule apply:
) All hosts
\*) Hosts that match the following pattern:
IPvd (1] |192.168.1.3-192.168.1 A0
| <Add pattern= | v
4 3
Next Cancel

9. Choose an image profile from the list available in the software depot as shown
here:

2| New Deploy Rule ?) M
+ 1 Name and hosts Selectimage profile .
Selectthe image profile to be assigned to hosts.
2 Selectimage profile
3 Selecthostprofile [ Do notinclude an image prafile
45 Sofware depot. | ESXB5U1S =] (aFiter -
Hame Acceptance Level Wendor Last Moditied Drescription
o @) ESXi-B.5.0-20170701001s-no-tools Partner supported Whiware, Inc. TIB2017 1137 P For maore informatic
J @) ESXi-65.0-20170702001-no-toals Partner supported Vhdware, Inc. TIB2017 11:37 PM For more infarmatic
(@] @) ESXi-6.5.0-20170701001s-standard Partner supported Whware, Inc. THB2017 11:37 PM For more infarmatic
(=) |@ ESXi-B.5.0-20170702001-standard Pariner supported Whtwware, Inc TIB2017 11:37 P For more infarmatic
1 r
Back Hext Cancel
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10. (Optional) Choose a host profile as shown here:

&/ Rule65u1 - Edit Deploy Rule N 2

T Select host profile .
Select the host profile to be assigned fo hosts
Selectimage profile
] Do notinelude a host profile
Select host location Filter
@® Q Fiter
Host Frofile Name 1 a|Compliant Hests Not Compliant Hosts Unkne
() [5 A0 0 0 0
4 L]
oK || cancel |

11. (Optional) In the Select host location screen, select the inventory and click on OK
to complete:

& Rule5u1 - Edit Deploy Rule

Name and hosts Select host location A

Select the location where the hosts that match the rule should be added.
Selectimage profile

S EEIIIEICE [ Da notinclude a lacation
Select hostlocation )
Filter | Browse
Select a datacenter or folder or cluster.
[ et weloud ocal
w [ TestDC
]

L3

[ ok ][ cancel ||

12. Click on Activate/Deactivate rules.
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13. Choose the newly created rule and click on Activate as shown here:

it Activate and Reorder

1 Activate and reorder Activate and reorder

Activate, deactivate or change the deploy rule order.
2 Readyto complete

0. Hame Status Patterns Image Profile Hast Prafile Location Script Bundle

‘ 4 Activate ‘ & Deaclivate

0. Hame Status Fattems Image Frofile Host Frofile Location Soript Bundle
- RuwisBouf  Inactive IPv4:182.168.1.3-. (@) ESXi65.0-.. [I5 AD [ Test Cluster

] i »

Back Next Finish Cancel

14. Confirm that the rule is Active as shown here:

£ Ruto Deploy

Getting Started  Software Depots | Deploy Rules | Deployed Hosts  Discovered Hosts

| New DeployRule . fjf Acivate/Deactivate rules
Or. Hame Status Patterns Image Profile Hest Profile Location

1 RuleB5u1 Active IPwd: 1921681.3-182168.1.10 @ ESXI-6.5.0-2017070200.. % AD B TestCluster

How it works...

To prepare the vSphere environment for auto deploy, we perform the following steps:

1. Create a host profile from a reference host, a host profile conserves the efforts in
replicating much of the commonly used configuration parameters typically used
in the environment. There is a natural cohesion of the feature with auto deploy.

2. Create a software depot to store image profiles, typically more than one
depending on the environment needs.

3. Create deploy rules to match specific hosts to specific images.
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In a complex and large infrastructure, there could be heterogeneous versions of products in
terms of software, hardware, drivers, and so on. Hence, the auto deploy feature enables the
creation of multiple image profiles and a set of rules through which targeted deployments
could be performed. In addition, auto deploy use cases stretch beyond the typical
deployments to managing the life cycle of the hosts, by accommodating updates/upgrades
as well.

There are two primary modes of auto deploy:

e Stateless caching: On every reboot, the host continues to use vSphere auto
deploy infrastructure to retrieve its image. However, if auto deploy server is
inaccessible, it falls back to a cached image.

e Stateful install: In this mode, an installation is performed on the disk and
subsequent reboots would boot off the disk. This setting is controlled through the
host profile setting system cache configuration.

Enabling stateless caching

In continuation of the previous recipe, an administrator can control if the ESXi hosts boots
from the auto deploy on every instance of reboot, or perform an installation through auto
deploy and have subsequent reboots to load image from disks. The option to toggle
between stateless and stateful is performed by amending the host profile setting. In this
recipe, we shall walk through the steps to enable stateless caching.

How to do it...

1. Log in to vCenter Server.
2. Navigate to Home | Host Profiles.
3. Select the host profile and click on Edit host profile.
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4. Expand Advanced Configuration Settings and navigate to System Image Cache
Configuration as shown here:

[ AD - Edit Host Profile

1 Name and description View: | Al

System Image Cach

i @

2 Edithost profile Q Filte System Image Cache Profile Setfings

~ V|5 Advanced Configuration Settings
» V| Advanced Options

» (V£ Agent VM Configuration

| user mustexplicitiy choose the policy option | ¥
User must explicitly choose the policy opfic

Enable stateless caching on the host C
» [VJE Configuration Files Enable stateful installs on the host
» [V|F DirectPath 10 Configuration Enable stateless caching to a USB disk on the host
7 R Enable stateful installs to a USB disk on the host
» [V|] Graphics Configuration

» V| Host Profile Log Configuration
» [ Hosts file Configuration
» V| Power System Configuration

V|53 Systern Image Cache Configuration
B iF§ System Imag 2 Configuration
V|[2) General Systern Settings
» (V][5 Networking configuration
» [V|( Security and Services
» Mﬁj Storage configuration

5. Select on Enable stateless caching on the host or Enable stateless caching to a
USB disk on the host.

6. Provide inputs for Arguments for first disk or leave at default: this is the order of
preference of disk on which the host would be used for caching. By default, it will

detect and overwrite an existing ESXi installation, if the user indicates the specific

disk make, model or driver used, the specific disk matching the preference is
chosen for caching;:
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[{= AD - Edit Host Profile

~/ 1 Name and description View: | All -
2 Edithost profile § Q

w V|55 Advanced Configuration Settings
» [V]E Advanced Options
b [V|ET Anent ¥ Configuration
» [V|E] Configuration Files
» || DirectPath MO Configuration
b |¥|E7 Graphics Configuration
¥ [¥|E2] Host Profile Log Configuration
b [[] Hosts file Configuration
¥ [V]ET] Fower System Configuration

~ || Systerm Image Cache Configu

b V| General System Settings
¥ |V][F5 Metwarking configuration
b |V|E] Security and Services
v V][5 Storage conmiguration

ratian

System Image Cache Profile Settings
Enable stateless caching on the host -

+Argurnents Tor first
disk

localesylocal

*Check to overwrite any
WhIF S volumes anthe
selected disk

Enahled

*Check to ignare any
S50 devices connected
tothe host

Enabled

Back Finish Cancel

7. For the option Check to overwrite any VMFS volumes on the selected disk,
leave it unchecked. This would ensure that if there were any VMs on the local
VMES volume, they are retained.

8. For the option Check to ignore any SSD devices connected to the host, leave it
unchecked. You may need to enable this setting only if you have SSD for specific
use cases for the local SSD, such as using vFlash Read Cache (VFRC).

How it works...

The host profile directs the installation mode in an auto deploy-based deployment. In a data
center where we see blade architectures prevalent, the local storage is rather limited and
data is more often stored in external storage with the exception of hyperconverged
infrastructures. The stateless caching feature specifically aids in such scenarios to limit
dependency on local storage. In addition, users may also choose the option to enable

stateless caching to USB disk.
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Enabling stateful install

While the stateless caching feature is predominantly built to tackle disk specific limitations
on server hardware, the stateful install mode is more of a legacy installation through PXE
mechanism. Apart from the installation procedure that is set to scale, it mimics the
attributes of a standard manual installation. In this recipe, we shall walk through the steps

to enable stateful install.

How to do it...

Log in to vCenter Server.

Navigate to Home | Host Profiles.

Select the host profile and click on Edit host profile.

Expand ;Advanced Configuration Settings and navigate to System Image Cache
Configuration as shown here.

5. Click on Enable stateful install on the host or Enable stateful install to a USB

L e

disk on the host:
[f5 AD - Edit Host Profile 2 »
+ 1 Name and description View: | All v
i @
2 Edithost profile A Q System Image Cache Profile Seffings
v V|5 Advanced Configuration Settings Enable stateful installs on the host -

» [YIED Advanced Options *Arguments for first localesxlocal

» MD AgentYM Configuration disk:

» |V|ET] Configuration Files *Checkto overwrite any 7] Enabled
N WMFS volumes an the

» |V|E] DirectPath 11O Configuration selected disk

» || Graphics Configuration *Checkta ignore any Enabled

» V|E] Host Prafile Log Configuration 58D devices connected

to the host

» [ Hosts file Configuration

» V] Power System Configuration
&5 System Image Cache Configuration
M Fg System Image Cache Configuration

"L General Systern Settings
» \J‘% MNetworking configuration
» V][] Security and Senices
» lv/JErj Storage configuration
Back Finish Cancel
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6. Provide inputs for Arguments for first disk or leave at default: this is the order of
preference of disk on which the host would be used for installation. The
administrator may also indicate the specific disk make, model or driver used, the
specific disk matching the preference is chosen for installation.

7. For the option Check to overwrite any VMFS volumes on the selected
disk, leave it unchecked. This would ensure that if there were any VMs on local
VMES volume, they are retained.

8. For the option Check to ignore any SSD devices connected to the host, leave it
unchecked; you may need to enable this setting only if you have SSD for specific
use cases for the local SSD such as using vFRC.

How it works...

In the stateful install mode of deployment, the device on which the host needs to be
installed is governed by the host profile. There is also granular control provided to the user
to specifically locate the disks of specific make or model for target installation. As discussed
earlier, this mimics more or less the manual installation methodology to persistently install
the ESXi image onto the disk.
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In this chapter, we will cover the following recipes:

¢ Creating a vSphere Standard Switch

Creating VMkernel interfaces on a vSphere Standard Switch
Creating custom VMkernel TCP/IP stacks
Creating virtual machine port groups on a vSphere Standard Switch

e Managing physical uplinks on a vSwitch

Configuring security, traffic shaping, teaming, and failover on a vSphere
Standard Switch

Introduction

Networking is the backbone of any infrastructure, be it virtual or physical. It enables
connections between various infrastructure components. When it comes to traditional
server-side networking components, we often talk about one or more physical adapters
cabled to a physical switch. But things would slightly change when you install a hypervisor
on a server and run a virtual machine atop. So why and what should change?

Firstly, now that we create virtual machines on the hypervisor, each of the virtual machines
would need a network identity to enable it to become part of a network. Therefore, we
create vNICs on the virtual machine that will appear as a network adapter to the guest
operating system (Windows/Linux) that runs inside the virtual machine.
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Now that we have taken care of the network connection for the virtual machine, the second
hurdle is to let the virtual machines communicate over the network. On a server, since there
would a limited number of physical NICs, it is a challenge to present these NICs to
individual VMs. For instance, if you were to run 20 VMs on a host with 4 physical NICs,
then there should be a way to effectively allow all the VMs to share the physical NIC
resources. The sharing of physical network interface hardware is achieved by enabling a
layer of abstraction called the vSphere Standard Switch (there is another kind though, called
the vSphere Distributed Switch, which will be discussed in the next chapter).

vSphere Standard Switch (or simply vSwitch) is a software switching construct, local to
each ESXi host, and it provides a network infrastructure for the virtual machines running
on that host. It enables aggregating network connections from multiple vNICs, applies
network configuration policies on them, and also pins them to the physical network
adapters on the ESXi hosts for traffic flow. Unlike a physical switch, a vSphere Standard
Switch is not a managed switch. It doesn't learn MAC addresses and build a Content
Addressable Memory (CAM) table like a physical switch, but it has just enough intelligence
built into it to become aware of the MAC addresses of the virtual machine vNICs connected
to it. There are two other layers of abstraction called the virtual machine port groups and
VMkernel port group. A port group, in general, is a method to group a set of virtual ports
on a vSwitch under a common configuration umbrella. A virtual machine port group can
only be used for connecting virtual machine network interfaces to it. And every VMkernel
interface will require its own VMkernel port group.

Unlike the virtual machine port group that allows you to connect more than one virtual
machines to it, a VMkernel port group can only house a single VMkernel interface. This is
only the case with vSphere Standard Switch port groups, though.

Creating a vSphere Standard Switch

A vSphere Standard Switch operates at the VMkernel layer. By default, a

vSwitch vSwitcho is created during ESXi installation. In this section, we will learn how to
create a new vSwitch using the vSphere Web Client and also the ESXi command-line
interface.
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Getting ready

Before you create a Standard Switch, you will need the following details handy:

¢ Name of the vSwitch: Most organizations follow a naming standard. It is
essential to arrive at an accepted naming format.

¢ Physical uplinks: Not all uplinks are configured to pass all traffic. It is important
to make sure you identify the correct uplinks. For example, it is possible that only
a fixed number of VLANSs are trunked to a port the uplink is cabled to.

How to do it...

The following procedure will help you create a Standard vSwitch using the vSphere web
client graphical user interface:

1. Log in to the vSphere Web Client, navigate the vCenter inventory and select the
ESXi host to create the vSphere Standard Switch on.

2. With the ESXi host selected, navigate to Configure | Networking | Virtual
Switches to view the existing vSphere Standard Switches on the host. Click on

the ==2 icon to bring up the Add Networking wizard:

Navigator X | [J esxvavdescribedlab =B . |- | [ | 5hAcions »

4 Back Gefling Started  Summary Mo Configure | Permissions VMs Datastores Metworks Update Manager
| @ | & 8 ]
w [ vcsaB501 vdescribed.lab

w |i3 SITE ADATACENTER

“ Virtual switches

» Storage

? 4

~ [ Clustera ~ Networking - —
esx03vdescribed lab (maintenance mode) —~ -
H esx04vdescribed.lab A m———.
g EETRO Physical adapters
0 psc0 TCPIP configuration
(& pscoz Advanced
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3. On the Add Networking wizard, set the connection type as Physical Network
Adapter and click Next to continue:

[J esx04.vdescribed.lab - Add Networking 20

1 Select connection type Select connection type

Select a connection type to create.
2 Select target device
- Add physical network

3 _' VMkernel Network Adapter
adapter

The VMkernel TCP/P stack handles traffic for ESXi senvices such as vSphere viotion, iSCSI,
4 Ready to complete NFS, FCoE, Fault Tolerance, Virtual 34N and host management.

! Physical Network Adapter
A physical network adapter handles the network traffic to other hosts on the network.

_) Virtual Machine Port Group for a Standard Switch
A port group handles the virtual machine traffic on standard switch.

Next Cancel
[

You can choose the other connection types depending on what you are trying to
achieve. For instance, if you were creating a new VMkernel interface or a virtual
machine port group on a new or an existing switch, you could choose the
appropriate connection type. In this case, since we are only creating a new
standard switch, we will be using the Physical Network Adapter as the
connection type.
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4. On the Select target device screen, choose to create a New standard switch and
click Next to continue:

[ esx04.vdescribed.lab - Add Networking ) 0

+ 1 Select connection type Select target device

Select a target device for the new connection
2 Select target device

3 Create a Standard Switch () Select an existing switch

(=) New standard switch ﬁ

4 Ready to complete

Back Next Cancel

L

5. On the Create a Standard Switch screen, you can assign physical adapters for the
switch. This is done by clicking on the < icon to bring up the Add Physical
Adapters to the Switch window:

[ esx04.vdescribed.lab - Add Networking 2)

Create a Standard Switch
Assign free physical network adapters to the new switch

+ 1 Select connection type

" 2 Select target device

3 Create a Standard Switch Assigned adapters:

4 Ready to complete o I +|

Active adapters
Standby adapters

Unused adapters

cta physical network adapter from the list to view its

Back Next Cancel
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6. On the Add Physical Adapters to the Switch window, select (or multi-select) the
required adapters, choose a failover group (active or standby or unused) and
click OK in the wizard screen:

Add Physical Adapters to the Switch x
Failover order group: | Active adapters | v |
Metwark Adapters:
vmnic2
vmnic3

= vmnicd

T vmnic5 Select a single network adapter from
the list to view its details.

The default Failover order group is Active adapters. If you do not explicitly
choose a group, all the added adapters will become active traffic carrying adapters
for the vSphere Standard Switch.

7. On the Ready to complete screen, review the setting and click Finish to create the
vSwitch.
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8. The Recent Tasks pane should show an Update network configuration screen
completed successfully:

[¥] RecentTasks

G~
Taszk Mame Target Status Initiator
Update netwark configuration @ esx04vdescribedl..  + Completed YSPHERE.LOCALW .

9. The new vSwitch should now be displayed under Configure | Networking |
Virtual switches:

[) esx04vdescribeddab = B, & [ [0 [Bg | gjActions ~

il
I{

Getting Started  Summary Monilorl{:onﬂgureiF‘ermissions WMs Datastores  Metworks  Update Manager

L] Virtual switches

e HE=2/X0

+ Networking i
Switch Discovered Issues

Virtual switches ET wSwitch0 A

VMkernel adapters ﬁ wSwitch1

} Storage

Physical adapters
TCPIP configuration

Advanced Standard switch: vSwitch1 (no item selected)
} Virtual Machines ] a
~ System

Licensing No associated port group: } ﬂ_é! : | (+ Physical Adapters

Time Configuration | ‘d] [E8 vmnic4 1000 Full 3]

Authentication Services ] [ vmnicS 1000 Full e

Certificate
Power Management

Advanced System Settings

System Resource Reservation

Security Profile

There is more...

vSphere Standard Switches can also be created using the ESXi CLI. The following procedure
will help you achieve the same:

1. SSH into the ESXi host as root use a direct console access method such as HP
ILO or DRAC and login as root.
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2. List all available vmnic adapters using the command esxcfg-nics -1.
3. Use the following command syntax to create a new standard vSwitch:

# esxcli network vswitch standard add -v <Name of the vSwitch>

4. Add an uplink to the newly created standard vSphere switch using the following
command syntax:

# esxcli network vswitch standard uplink add -u <Name of the vmnic>
-v <Name of the vSwitch>

5. Issue the following command to view the details on the newly created vSwitch:

# esxcli network vswitch standard list -v <Name of the vSwitch>

6. We could enable vMotion and FT functionalities on a selected VMkernel interface
by using the following commands:

vim-cmd hostsve/vmotion/vnic_set wvmkl
vim-cmd hostsve/advopt/update FT.VMknic string wvmkl

7. You need to refresh to apply the changes by issuing the following command:

vim-cmd hostsve/net/refresh
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Creating VMkernel interfaces on a vSphere
Standard Switch

Much like vNIC is a network interface for a virtual machine, a VMkernel interface acts as a
network interface for VMkernel. The very first VMkernel interface—vmk0 is created during
the installation of ESXi. This interface is the management interface for the ESXi host.
VMware allows you to create a maximum of 256 (vmk 0—vmk255) VMkernel interfaces on
an ESXi host. ESXi uses VMkernel interfaces for management traffic, VMotion traffic, FT
traffic, virtual SAN traffic, iSCSI, and NAS interfaces. Since each interface acts as a network
node point, it will need an IP configuration and a MAC address. The first VMkernel
interface (vmk0) will procure the MAC address of the physical NIC it is connected to. The
remaining interfaces pick up the VMware OUI MAC address generated by the ESXi host. In
this section, we will learn how to create VMkernel interfaces.

Getting ready

You will need the following data handy before you can create a VMkernel interface:

e Name of the port group for the VMkernel interface—most organizations follow a
naming standard. It is essential to arrive at an accepted naming format.

e Physical uplinks—not all uplinks are configured to pass all traffic. It important to
make sure you identify the correct uplinks. For example, it is possible that only a
fixed number of VLANS are trunked to a port the uplink is cabled to.

e VLAN ID and the IP configuration for the interface.

How to do it...

The following procedure will help you create VMkernel interfaces on vSphere Standard
Switches:

1. Log in to the vSphere Web Client, navigate the vCenter inventory and select the
ESXi host to create the vSphere Standard Switch on.
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2. With the ESXi host selected, navigate to Configure | Networking | VMkernel

o
Adapters to view the existing VMkernel interfaces on the host. Click on the ﬁd—i
icon to bring up the Add Networking wizard:

Navigator

4 Back

(@ | 8 8 @

X [} esx04vdescribedlab | [By = 1 B | {gAdtions ~
Gefting Started  Summary  Monito unﬁgu[e‘Permissinns VMs Datastores Networks Update Manager

|+ (7 vcsa6501 vdescribed lab
v&SITE A DATACENTER
~ [ Clustera

E esx03.vdescribed lab (maintenance mode)

T esx04.vdescribed lab

{1 DBO1
{51 DRVRO
(G psc0t
& psco2

“ VMkernel adapters

= YR

é Network Label Switch
Virtual switches

vmk0 | @ ManagementNetw_ i} vSwitchd
VMkernel adapters D

Physical adapiers

» Storage

bv Networking
1P Address

192.168.70.99

TCPIP configuration
Advanced

TCPAP Stack

Default

3. On the Add Networking wizard, select VMkernel Network Adapter and click
Next to continue:

Q esx04.vdescribed.lab - Add Networking

B
1 Select connection type Select connection type
Select a connection type to create
2 Select target device
3 Connection settings (=) VMkernel Network Adapter
o9 B S The VMkernel TCPIIP stack handles traffic for ESXi services such as vSphere vMotion, iISCSI,
o M NFS, FCoE, Fault Tolerance, Virtual SAN and host management.
W [FESEHIES () Physical Network Adapter
4 Ready to complete A physical network adapter handles the network traffic to other hosts on the network.
(_) Virtual Machine Port Group for a Standard Switch
A port group handles the virtual machine traffic on standard switch.
Next Cancel

4. On the Select target device screen, you are allowed to Select an existing
standard switch or create a new one for the VMkernel interface. In this case, we
are using an existing standard switch. Click Next to continue:
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[J esx04.vdescribed.lab - Add Networking (71 »
+ 1 Select connection type Select target device
Select a target device for the new connection.
2 Select target device
3 Connection settings (=) Select an existing standard switch
3a Port properties | Browse... |
3b IPvd settings
(_) Mew standard switch
4 Ready to complete
Back Next Cancel

5. On the Port properties screen, supply a network label (this is nothing but the
name of the port group that will be created to house the VMkernel interface), a

VLAN ID, a TCP/IP stack and the services you would like to enable:

@ esx04.vdescribed.lab - Add Networking

14

" 1 Select connection type
«/ 2 Selecttarget device

3 Connection settings

3a Port properties

3b IPvd settings

4 Ready to complete

Port properties
Specify VMkernel port settings

VMkernel port settings

Network labal [VSAN Interace
VLANID o 250 -]
TCPIP stack: [ Default

Available services

Enabled senices: ] vmation

[] Provisioning

=o@

[] Fault Tolerance logging
[] Management

[ vsphere Replication
[]vSphere Replication NFC
[ Virtual SAN

Back

Next

Cancel
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ESXi has three system TCP/IP stacks—one for VMotion traffic, a stack for

provisioning traffic and a default stack for other services. Read the recipe,
Configuring VMkernel TCP/IP Stacks for more information.

6. On the IPv4 settings screen, you can choose to obtain the IPv4 configuration from
a DHCP server or create a static configuration. It is always recommended you set
a static configuration for your VMkernel interfaces. Select the option Use static
IPv4 settings, supply an IP address and its subnet mask:

Q esx04.vdescribed.lab - Add Networking 21 ke

+ 1 Select connection type IPv4 settings

Specify VMkernel IPv4 settings.
' 2 Select target device

3 Connection settings

(_) Obtain IPv4 settings automatically

v/ 3aFortproperties (=) Use static IPvd settings
3 g i S
SUlRELs cimI IPv4 address: 192 . 168 . 70 . 77
4 Ready to complete
Subnet mask: 255 . 255 . 255 . 0|
Default gateway: [] override default gateway for this adapter
DNS server addresses: 192.168.70.3

Back Next Cancel
I E|

The gateway and DNS settings are inherited from the TCP/IP stack in use. Read
the recipe, Configuring VMkernel TCP/IP Stacks for more information.
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7. On the Ready to complete screen, review the settings and click Finish:
[J esx04.vdescribed.lab - Add Networking 2 »
+ 1 Select connection type Ready to complete
Review your settings selections before finishing the wizard.
« 2 Selecttarget device
4 SITTRET SIS Standard switch: vSwitch1
v 3a Port properties Mew port group: V3AM Interface
Vv 3b IPvé settings WEARI: 220
TCPIP stack: Default
"4 4 Ready to complete
vidotion: Disabled
Provisioning Disabled
Fault Tolerance logging: Disabled
Management: Disabled
vSphere Replication: Disabled
vSphere Replication NFC: Disabled
Wirtual SAN Enabled
IPv4 settings
IPv4 address: 192.168.70.77 (static)
Subnet mask: 255.255.2585.0
Back Finish Cancel |

8. The Recent Tasks pane should show an Update network configuration screen
completed successfully.
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9. The newly create VMkernel interface will be listed under Configure |
Networking | VMkernel adapters:
[}, esx0d.vdescribedlab | B 7 |- [ [y | {G)Actions v
Getting Started  Summary  Monitor | Configure | Permissions VMs Datastores Networks Update Manager
“ VMkernel adapters
» Storage "
B& /X O
« Networking o TR L e -
evice Metwork Label Switch IF Address TCP/IF Stack
e vmk0 | @ ManagementNetw.. fit vSwitcho 192.168.70.99 Default
VMkemel adapters vmk1  § VSAN Interface 19216870 77 Default

Physical adapters J ]

TCPIIP configuration
Advanced

» Virtual Machines

VMkernel network adapter: vmk1

£ vSwitch1

| All | Properties  IP Settings  Policies

7 SEED Port properties
Licensing Netwaork label VSAN Interface
Time Configuration YLAM 1D 250
Authentication Services TCPAP stack Default
Certificate Enabled senices =
Power Management IPv4 settings I
. DHCP Disabled
Advanced System Settings .
IPv4 address 192 168.70.77 (static)

System Resource Reservation Subnet mask

Security Profile Default gateway

2565.255.255.0
192.168.70.2

10. The virtual switch should show a new port group housing the interface. Note that
the port group's name is the network label value that was supplied during the

wizard:
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[}, esx04vdescribeddab = By 7 [} [ [By | 65 Actions «
Getting Stated Summary  Monitor | Configure | Permissions VMs Datastores  Metworks  Update Manager

" Virtual switches

LaealEa /X0

Switch

~+ Networking e

Virtual switches {1} vSwitcho -

» Storage gl

VMkernel adapters [1 vSwitchd _
Physical adapters fit DevSwitch01 % =
TCPAP configuration
Advanced Standard switch: vSwitch1 (VSAN Interface)
» Virtual Machines & R
» System .
Licensing .-—”Q VSAN Interface 0 [ |,Y Physical Adapters
Time Configuration VLAN ID: 250 1 ] | [ vmnic4 1000 Full (]
Authentication Services ¥ VMkemel Ports (1) | I~ [ vmnic5 1000 Full [i]
vmk1 : 192.168.70.77 [ el g g
Certificate \ y

Power Management
Advanced System Settings

System Resource Reservation

Security Profile

There is more...

VMkernel adapters can also be created, using the ESXi CLI. The following procedure will
help achieve the same:

1. Connect to the ESXi host via SSH or via a server remote console access method.
2. Use the following command syntax to create a port group:

# esxcli network vswitch standard portgroup add -p <Port Group
Name> -v <Name of an existing vSwitch>

3. Use any of the following command syntaxes to create a VMkernel interface and
map it to the port group:

# esxcfg-vmknic —-a -i <IP Address> -n <Net Mask> -p <Name of the
Port Group>

# esxcfg-vmknic —-a —-i DHCP -p <Name of the Port Group>
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4. Issuing the command esxcfg-vmknic -1 should list the newly created
VMkernel interface:

Creating custom VMkernel TCP/IP stacks

A VMkernel includes more than one TCP/IP stack. There are three system stacks—VMotion,
provisioning, and default. However, you are also allowed to create custom TCP/IP stacks.
In this recipe, we will learn how to set up and use custom TCP/IP stacks.

Getting ready

To be able to create custom TCP/IP stacks you need the following data handy:

e Name of the TCP/IP stack
e DNS addresses
¢ Gateway address of the subnet the TCP/IP stack will be a part of. You will only be

able to set a default gateway address after you map a VMkernel interface to the
custom stack.
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How to do it...

The following procedure will help you create a custom TCP/IP stack and configure it for use
with a VMkernel interface.

1. Connect to the ESXi host via SSH or via a server remote console access method.
2. Use the following two-command syntax to create a custom TCP/IP stack:

# esxcli network ip netstack add -N <Custom Name of the Network
Stack>

There is no GUI method to create a custom TCP/IP stack as of vSphere 6.5:
1. Issue the following command to list the network stacks created:

# esxcli network ip netstack list

#? esx04.vdescribed.lab - PuTTY
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2. Select the ESXi host from the vCenter inventory and navigate to Configure |
Networking | TCP/IP configuration | Custom stacks to view the newly created

custom TCP/IP stack:
Navigator X [7 esxod4vdescribedlab =B 7. [~ [ [By | {5hActions ¥
4 Back Getting Started  Summary  Monitor | Configure’ rmissions VMs  Datastores  Metworks
J @ ‘ @ 8 Q “ TCPIP Stacks
w [ vesaf501 vdescribed.lab
} Storage .
w |7 SITE A DATACENTER 7
+ I Clustera < LRI TCP/IP Stack VMiemel Adapters
@ esx03.vdescribed.lab (maintenance mode) Virtual switches Default
B scribed.lab c
L VMkernel adapters o
51 DBO1 . Provisioning
51 DRVRO Physical adapters vMotion
5h psco TCPIIP configuration F Custom stacks
1 psc02 Advanced Dewetwork o

3. The next step will be to create a VMkernel interface and map it to the newly
created TCP/IP stack. To learn how to create VMkernel interfaces, read the recipe
Creating VMkernel interfaces on a vSphere Standard Switch:

Q esx04.vdescribed.lab - Add Networking

+ 1 Select connection type

« 2 Selecttarget device

3 Connection settings
' 3a Port properties
L' 3b IPvd settings

"4 4 Ready to complete

Ready to complete
screen showing the

setting of a VMkernel
interface being
created and mapped
to the Custom TCP/IP

Ready to complete
Review your settings selections before finishing the wizard.
Standard switch: DevSwitch01
|New part group: devm_vmkd |
VLAN ID: MNone (0)
| TCPIIP stack: DevNetwork |
wMotion: Disabled
Provisioning: Disabled
Fault Tolerance logging: Disabled
Management: Disabled
vSphere Replication: Disabled
vSphere Replication MFC: Disabled
Virtual SAM: Disabled
IPv4 settings
IPv4 address: 10.10.5.20 (static)
Subnet mask: 255 2552560
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This is an important step, because without a VMkernel interface mapped
to the TCP/IP stack you will not be allowed to configure a default gateway

on it.

The stack mapping to a VMkernel interface cannot be changed after the interface has been
created. If such a change is required then you will need to recreate the VMkernel interface:

1. Now, click on the pencil icon # to edit the stack configuration:

[3, esx04.vdescribed.lab

a-l_,l_lfL

“

» Storage

w Networking
Virtual switches
VMkernel adapters
Physical adapters

TCP/IP configuration

Advanced

-

[® | fgiActions ~

Getting Started  Summary Monitor|{:onﬁgure|F'ermissions WMs Datastores Metworks

TCPNP Stacks

N

\'f{/ Click on this

TeRiE s pencil icon to Edit
Default the settings of the
Provisioning selected Stack
wMotion

Custom stacks
DeviMetwork

2. On the Edit TCP/IP Stack Configuration window, go to the DNS configuration
screen and supply the DNS server IP addresses and search domains information:

[J esx04.vdescribed.lab - Edit TCP/IP Stack Configuration B
Name (_) Obtain settings automatically from a YMkernel network adapter
DNS configuration J VMkernel network adapter -
Routing
Advanced .
(=) Enter seftings manually
Preferred DNS server. 0 .10 . 5 . 3
Alternate DNS server: 0 .10 . 5 . 3
Search domains: vdescribed.lab
Example: site.com site.org site.net
T, T
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3. Go to the Routing screen and supply the VMkernel gateway address for this

stack:
Q esx04.vdescribed.lab - Edit TCP/IP Stack Configuration 2 M
Name VMkernel gateway: 10 .10 . 5 . 1 o
DNS configuration
Advanced
[ ok || cancel |]

4. The Advanced screen will allow you to choose a Congestion control algorithm
and the Max. number of connections. However, in most cases, you are not

required to modify these settings. Click OK to close the Edit TCP/IP Stack
Configuration window:

@ esx04.vdescribed.lab - Edit TCP/IP Stack Configuration

2B
Name ————————

Congestion control algorithm: | NewReno | = |
DNS configuration You are NOT
Routing Max. number of connections 11000 = required to change
cr—) - R

normal
circumstances.

ﬂ ok || cancel ||

How it works...

As mentioned before, although you are allowed to create custom TCP/IP stacks, VMkernel
includes three system stacks and those are default, VMotion and provisioning. Multiple
stacks enable the use of separate default gateways, thereby allowing VMkernel interfaces to
be on separate physical network segments. Each TCP/IP stack enabled or created will
maintain its own memory heap, ARP tables, routing tables and default gateway:

¢ The default stack will be the only stack used if you do not explicitly assign a
different stack while creating a VMkernel interface
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¢ The VMotion stack will, if used, allow the isolation of VMotion traffic handling to
a separate gateway, removing the dependency on the management stack or
network

¢ The provisioning stack is used to isolate cloning, cold migration and long
distance NFC traffic to a separate gateway, thereby removing the dependency on
the management stack or network

e The custom stacks can be used to isolate traffic onto separate VMkernel gateways,
if required

Creating virtual machine port groups on a
vSphere Standard Switch

As we learned in the beginning of the chapter, the virtual machine interface cards or vNICs
will be to connect to the vSwitch with the help of a port group. Since the standard vSwitch
ports are not exposed individually for configuration, one or more port groups have to be
used to supply the configuration.

Getting ready

You will need the following data handy before you can create a VMkernel interface:

e Name of the port group (Network label)—most organizations follow a naming
standard. It is essential to arrive at an accepted naming format.

e Physical uplinks—not all uplinks are configured to pass all traffic. It important to
make sure you identify the correct uplinks. For example, it is possible that only a
fixed number of VLANS are trunked to a port the uplink is cabled to.

e An optional VLAN ID.

How to do it...

The following procedure will help you create virtual machine port groups on a standard
vSwitch:

1. Log in to the vSphere Web Client, navigate the vCenter inventory and select the
ESXi host to create the vSphere Standard Switch on.
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2. With the ESXi host selected, navigate to Configure | Networking | Virtual

&
switches to view the existing VMkernel interfaces on the host. Click on the ﬁ
icon to bring up the Add Networking wizard:

Navigator X | [J esx04vdescribeddab = B L [ [ [ | ghAcions +
4 Back Getting Started  Summary Mo Configure | Permissions VMs Datastores Networks Update Manager
J | & 8 a “ Virtual switches
w [5)vcsaB501 vdescribed.lab -
» Storage ey
+ [[3 SITE A DATACENTER 2) 6 |
« [J Clustera w Networking

Swil

esx03.vdescribed.lab (maintenance mode)

e - it vswitcno =
scribed.lab VMkernel adapters

 DRVRO Physical adapters
&0 psc TCPIP configuration
B pscoz Advanced

3. On the Add Networking wizard screen, select the option Virtual Machine Port
Group for a Standard Switch and click Next to continue:

Q esx04.vdescribed.lab - Add Networking

7MW
1 Select connection type Select connection type
Select a connection type to create.
2 Select target device
3 Connection settings () VMKkernel Network Adapter
4 Ready to complete The VMkernel TCPAP stack haljdles traffic for ESXi services such as vSphere wMation, iSCSI,
MNFS, FCoE, Fault Tolerance, Virtual SAN and host management
(_) Physical Network Adapter
A physical network adapter handles the network traffic to other hosts on the network.
(=) Virtual Machine Port Group for a S$tandard Switch
A port group handles the virtual machine traffic on standard switch.
Next h Cancel
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4. On the Select target device screen, choose the option named Select an existing
standard switch or create a new one for the VMkernel interface. In this case, we
are using an existing standard switch. Click Next to continue:

Q esx04.vdescribed.lab - Add Networking BN
+ 1 Select connection type Select target device
Select a target device for the new connection.
2 Select target device
3 Connection settings (=) Select an existing standard switch
4 Ready to complete | Browse... |

() New standard switch

Back Next Cancel

xS e |

5. On the Connection settings screen, supply a Network label and an optional
VLAN ID and click Next to continue:

[ esx04vdescribed.lab - Add Networking 7

Connection settings
Use network labels to identify migration-compatible connections common to two or more hosts

+ 1 Select connection type

' 2 Selecttarget device

3 Connection settings
Metwork label DEV_VM_TEST

4 Ready to complete
WLAN ID (Optional) 150 o

Back Next % Cancel
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6. On the Ready to complete screen, review the setting and click Finish to create the
port group:

[J esx04.vdescribed.lab - Add Networking (2) W

Ready to complete
Review your settings selections before finishing the wizard.

+' 1 Select connection type

" 2 Selecttarget device

/3 Connection settings Standard switch DevSwitch01
WY 4 Ready to complete Virtual machine part group: DEV_VM_TEST
VLAN 1D 150

Back Finish Cancel

7. The vSwitch the port group was created on, should now list the newly created
port group:

Virtual switches

D @ m s

Switch Discow
4t vswitchd -
3t vSwitch1 -
4t DevSwitch01 -

I
M
o

Issues

Standard switch: DevSwitch01 (no item selected)

& DEVKERGROUPO1 ﬁ ¥ Physical Adapters

VLAN 1D — ] [E8 vmnic2 1000 Full [i]

¥ VMkernel Ports (1) | [E8 vmnic3 1000 Full [i]
vmk3 : 192.168.200.25 O—D == . g

€ DEV_NETWORK e |

VLAN 1D: 150

Virtual Machines (0}

© DEV_VM_TEST & &

WLAN ID: 150
Virtual Machines (0)
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There is more...

A virtual machine port group can also be created using the ESXi CLI. This skill would come
in handy when you have no access to the GUI. Let us now look at how this is done:

1. SSH into the ESXi host as root use a direct console access method such as HP
ILO or DRAC and log in as root.

2. Use the following command syntax to create a virtual machine port group:

# esxcli network vswitch standard portgroup add -p <Name of the
Port Group> -v <Name of an existing vSwitch>

3. Use the following command syntax to assign a VLAN ID to the port group:

# esxcli network vswitch standard portgroup set —-p <Name of an
existing port group> —--vlan-id <VLAN Number>

4. Issue the following command to list all the port groups on the host:

# esxcli network vswitch standard portgroup list

#? esx04.vdescribed.Jab - PuTTY

4:
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Managing the physical uplinks of a vSwitch

There can be situations where you would need to add additional uplinks (physical NICs)
for a vSphere Standard Switch. Such an addition is generally done with the intention of
enabling the use of teaming and load balancing features. There are different GUI methods
to achieve this. You could either use the Add Networking wizard or the Manage Physical
Network Adapters option. For both methods, you start at different places in the GUI. In this
recipe, we will use the manage physical network adapters method:

1. Log in to the vSphere Web Client, navigate the vCenter inventory and select the
ESXi host to create the vSphere Standard Switch on.

2. With the ESXi host selected, navigate to Configure | Networking | Virtual
switches to view the existing vSphere Standard Switched on the host.

3. Select the vSwitch you would like to manage physical adapters for and click on
B3 jcon to bring up the Manage Physical Network Adapters window:

[\ esx04.vdescribeddab | b 2. [ [10 [B | {ShActions ~
Getfting Started Summary  Monitor | Configure | Permissions VMs  Datastores  Metworks  Update Manager

i\ Virtual switches
DRSS X0
« Networking —

Switch

VMkernel adapters

» Storage

Physical Adapters of
the vSwich

£ vSwitch1

Physical adapters {17 DevSwitch01
TCPI/P configuration
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4. On the Manage Physical Network Adapters window, the up and down arrow
keys can be used to change the order of physical adapters and also to move them

to Standby adapters or Unused adapters sections:

[# esx04.vdescribed.lab - Manage Physical Network Adapters for DevSwitch01 (7)

Assigned adapters:

+ X+ ¥

Active adapters
vmnicz2

vmnic3
Standby adapters

Unused adapters

| All | Properties CDP LLDP

Adapter

Use the Up and Down
arrow keys to change the

order of the NICs or to
change their category
(Active/Standby/Unused)

Configured speed, Duplex
Actual speed, Duplex

MNetworks

DirectPath 'O

Ctatie

Intel Corporation |~
82545EM Gigabit
Ethernet

Contraller

(Copper)

vmnic3
PCI0000:02:06.0

e1000

Connected
Auto negotiate
1000 Mb, Full
Duplex

192.168.70.1-
192.168.70.1

-
Klat coomomonrtn A

7

-3

OK

][ Cancel l
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5. To map a new physical adapter to the NIC, click on the + icon to bring up the
Add Physical Adapters to the Switch window:

[#@ esx04.vdescribed.lab - Manage Physical Network Adapters for DevSwitch01 (?)
Assigned adapters: | Al | Properies CDP  LLDP
'::+::' X & ¥ Adapter Intel Corporation |~
Activé 832545EM Gigabit
Ethernet
B Controller
vmnic3 (Copper)
vmnic3
e Sl I PCI0000:02:06.0
Unused adapter: Physical Adapters A
e1000
Status Connected
Configured speed, Duplex Auto negotiate
Actual speed, Duplex 1000 Mb, Full
Duplex
Metwarks 182 168.70.1-
182.168.701
DirectPath IIQ
Ztahiae klat cinmmrbo A T
CE|
OK ] [ Cancel ]
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6. On the Add Physical Adapters to the Switch window, select the required
adapters and click OK:

Add Physical Adapters to the Switch

Failover arder group: [Ac’[ive adapters | r ]

Metwork Adapters:

| All | Properties CDP LLDP
Adapter Intel
Caorpaoration

82545EM
Select the adapter Gigabit

click OK to confirm Ethernet

the selection. Controller
(Copper)
MName vmnics

Location PCI
nooo0-02-08 0

e

-
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7. On the Manage Physical Network Adapters screen, click OK to confirm the
settings and close the window:

[#3 esx04.vdescribed.lab - Manage Physical Network Adapters for DevSwitch01 2

Assigned adapters:

+ X4+ $
Active adapters
vmnic2
vmnic3
vmnich
Standby adapters

Unused adapters

| Al | Properiss CDP  LLDP

Adapter

Name
Location
Driver

Status
Status
Configured speed, Duplex
Actual speed, Duplex

Hetworks Click OK to

confirm the

Network /0 C settings and to

Las Bt NI

close the window

Intel Caorporation |~
82545EM Gigabit
Ethernet

Controller

(Copper)

ymnics

PCI 0000:02:08.0
e1000

Connected
Auto negotiate

1000 Mb, Full
Diuplex

12.168.70.1-
12.168.70.1

LTI |

oK || cancel |

-

There is more...

The standard vSwitch physical network adapters can also be managed using the ESXi CLI:

1. SSH into the ESXi host as root use a direct console access method such as HP
ILO or DRAC and login as root.

2. Use the following command syntax to verify the current configuration of the
vSwitch you would like to manage the adapters of:

# esxcli network vswitch standard list -v <Name of the vSwitch>
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3. Use the following command syntaxes to add/remove uplinks:

# esxcli network vswitch standard uplink add -u <vmnic> -v <Name of
the vSwitch>

# esxcli network vswitch standard uplink remove —u <vmnic> -v <Name
of the vSwitch>

4. Issue the command from the second step to verify the changes:
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Configuring security, traffic shaping,
teaming, and failover on a vSphere Standard
Switch

The security, traffic shaping, teaming, and failover settings function in the same manner for
a standard vSwitch and a vSphere Distributed Switch (VDS or dvSwitch), with a couple
of exceptions regarding traffic shaping and load balancing methods. Unlike a standard
vSwitch, a VDS can handle both ingress and egress traffic shaping. VDS also has a load
balancing method called route based on physical NIC load. We learn more about dvSwitch
in the next chapter. In this section, we will learn how to configure security, traffic shaping,
team and failover on a vSphere Standard Switch.

How to do it...

The following procedure will help you configure security, traffic shaping, teaming, and
failover on vSwitch:

1. Log in to the vSphere web client, navigate the vCenter inventory and select the
ESXi host to create the vSphere Standard Switch on.

2. With the ESXi host selected, navigate to Configure | Networking | Virtual
switches to view the existing vSphere Standard Switched on the host.

3. Select the vSwitch you would like to configure the settings on and click on the
pencil # icon to bring up the Edit Settings window:

[?, esx04.vdescribedlab = B, |2 [~ [ [By | {gbActions -

Getting Started  Summary Monitoriconﬂgure'F'ermissions VMs Datastores Metworks Update Manager

“ Virtual switches

» Storage 0 G| H ’%f X O

w Networking "
W

VMkernel adapters # vSwitch settings of the

S50

selected vSwitch

Physical adapters [T DevSwitch0d
TCP/P configuration
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4. On the Edit Settings window, go to the Security screen and select
options Accept/Reject Promiscuous mode, MAC address changes, and Forged
transmits:

7 DevSwitch01 - Edit Settings

Rl Promiscuous mode: [ Reject |+ |
MAC address changes: | Accept | |
Traffic shaping . ;

Forged transmits: | Accept | - |
Teaming and failover ) )

5. Go to the Traffic shaping screen, to enable it and configure average and peak
bandwidth and burst size:

4 DevSwitch01 - Edit Settings

Properties Status: | Disabled | + |

Security Average bandwidth (kbit/s): 100000

raffic shapin
Peak bandwidth (kbit's): 0ooQ0 =

Teaming and failover
Burst size (KB): 102400
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6. Go to the Teaming and failover screen, to configure Load balancing, Network
failure detection, Notify switches, and Failback. Once done, click OK to confirm
the settings and to close the Edit Settings window:

£% DevSwitch1 - Edit Settings (?)
Properties Load balancing: | Route based on originating virtual port ‘ - |
LRI Network failure detection: | | Link status only ‘ - |
B Notify switches: | ves ‘ - |
‘eaming and failover
Failback [ves [~ ]
Failover order
Active adapters
Standby adapters
vmnic2 Select a physical network adapter from the listto view its details
vmnics

Unused adapters

Click OK to confirm the
settings and to close the Edit

Setting window.

Select active and standby adapters. During a failover, standby adapters activate in the order specified a
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In this chapter, we will cover the following topics:

¢ Creating a vSphere Distributed Switch

¢ Connecting hosts to a vSphere Distributed Switch

¢ Creating a vSphere Distributed port group

¢ Managing physical adapter (vmnic) to dvUplink mappings

e Migrating a virtual machine network from a vSphere Standard Switch (vSwitch)
to a vSphere Distributed Switch (dvSwitch)

¢ Migrating VMkernel interfaces between vSphere Standard (vSwitch) and
vSphere Distributed Switches (dvSwitch)

¢ Creating additional VMKernel interfaces on a vSphere Distributed
Switch (dvSwitch)

e Creating a vSphere Distributed Switch backup

¢ Restoring dvSwitch from a backup

¢ Creating or importing a dvSwitch from a backup

¢ Configuring security, traffic shaping, teaming, and failover on a dvSwitch
¢ Configuring VLANSs on a vSphere Standard or Distributed Switch

¢ Configuring private VLANSs on a vSphere Distributed Switch

e Configuring LAGs on a vSphere Distributed Switch

¢ Creating user-defined network resource pools

¢ Using port mirroring on a vSphere Distributed Switch

¢ Enabling NetFlow on a vSphere Distributed Switch
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Introduction

A vSphere Distributed Switch (dvSwitch or vDS) is the second type of software switch
solution created by VMware. Although it does not change the way ESXi handles network
connections and traffic, it allows for a drastic improvement in how the software switch
configuration and management are done in a vSphere environment. One of the
administrative challenges with the Standard vSwitch was that it could only be
configured/managed on a per-host level. A very common misconception is that dvSwitch is
a single switch that spans over multiple ESXi hosts. The fact is that it is not. All it does is
offer a single management plane for all the host data planes (hidden software switches)
distributed on the ESXi hosts, hence the name distributed switch:

; ) — PNIC ) a I
I
VMkernel m 2
Interface (vmk0) %) 3
x 2 R
5 <
= PNIC @,
dvPortGroup S’_)
w
=
S
=
2 o PNIC
< g Stacked
o 0 3 Physical
2 = 2 > Switch
S s PNIC Layer
(8]
T
>
<
@,
vaonGroﬂ g
w
=
= S
>

IXsS3

JoUMS u3ppIt

1

[202]



Using vSphere Distributed Switches Chapter 7

e Distributed Port Group: This is a method to group dvPorts under a common
configuration umbrella. Unlike the port groups on a standard virtual switch,
there is only a single common type of Distributed Port Group. A Distributed Port
Group is sometimes referred to as a dvPortGroup, and that will be the
terminology that we will use throughout this book. A single dvPortGroup can
serve both virtual machine and VMkernel traffic.

e dvUplink: With dvSwitch, you can no longer apply teaming, load balancing, or
failover policies directly for physical NICs. Instead, we now have an additional
layer of abstraction called a dvUplink, which can be mapped to a physical NIC.
The dvUplink count dictates the number of physical NICs from each host that can
participate in the network configuration. dvSwitch provides advanced
functionalities such as NetFlow, port mirroring, and ingress/egress traffic
shaping, making a very feature-rich software switch.

Creating a vSphere Distributed Switch

A vSphere Distributed Switch cannot be created on an ESXi host directly. You need to be
connected to the vCenter Server, either by using the vSphere Client or by using the vSphere
Web Client. Also, keep in mind that a dvSwitch can only be created at the data center level
in the vCenter inventory.

Getting ready

The ESXi hosts managed by the vCenter Server and it should be the vSphere Enterprise Plus
licensed.

[203]



Using vSphere Distributed Switches Chapter 7

How to do it...

The following procedure will guide you through the steps involved in creating a dvSwitch:

1. Log in to the vSphere Web Client, and use its inventory menu to go to

Networking:
@} Home Ctrl+Alt+1
i @ Hosts and Clusters Ctrl+Alt+2
jitiack _ [#] VMs and Templates Clrl+Alt+3
| @ | B a8 e 3 Storage Clrl+Altrd
'+ () vesaB501 vdescribed.lab 2 Networking B Clri+AltS I
il SITE ADATACENTER Content Libraries Clrl+Alt+6
~ [ Clusters 5 Global Inventory Lists Cll+AIt+7
escribed lab (maintenanc
[, esx04.vdescribed.lab i Policies and Profiles
&1 DBO1 @ Auta Deploy
{51 DRVRO @, Update Manager
g Ezzg; Administration
(ihtestvm [£] Tasks
(G vesabsot Tf Events
1 vmod )
@ Tags & Custom Aftributes
1 VRADR
& WebServerd1 Q MNew Search

[H Saved Searches

2. Right-click on the data center you intend to create the dvSwitch on and go to
Distributed Switch | New Distributed Switch...:

Navigator X [ STEADATACENTER = §] %J 83 &= % | {chActions ~

4 Back Getting Started  Summary  Monitor  Configure  Permissions Hosts & Clusters  WMs  Datastores

W @ 8 g |

) vcsaB501 vdescribed lab

| Metworks | Distributed Switches | Distributed Port Groups | Uplink Port Groups | Metwork Folders

@ AlVII PG Actions - SITE A DATACENTER _SW”Ch---

@ DevFG @ AddHost 1 a|Version NIOC Version

€ DEV_NETWORK %9 New Cluster... This list is emply
€9 DEV_VM_TEST New Folder » |

@ Test 4 New Distributed Switch...

QVM Metwark Mew Virual Machine » % Import Distriouted Switch..

) VM Network 2 8] New vApp from Library... | & T

€3 VM Network2 #9 Deploy OVF Template...
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3. On the New Distributed Switch wizard screen, supply a Name for the dvSwitch
and click Next to continue:

#= New Distributed Switch 2 M

1 Name and location e

Specify distributed switch name and location.
2 Select version

3 Edit settings Name: |F'r0dDSWitI:h| ﬂ
4

Ready to complete
Location: SITE A DATACENTER

4. On the Select version screen, choose an intended dvSwitch version and click
Next to continue:

#= Mew Distributed Switch 2 "
+ 1 Name and location Select version
Specify a distributed switch version.
2 Selectversion

3 Edit settings ) Distributed switch: 6.5.0
This version is compatible with ViMware ESXi version 6.5 and later. The following new features
are available: Port Mirroring Enhancements.

Distributed switch: 6.0.0
This version is compatible with VMware ESXi version 6.0 and later. The following new features
are available: Network /O Control version 3, and IGMP/LD snooping

Distributed switch: 5.5.0
This version is compatible with Vilware ESXi version 5.5 and later. The following new features
are available: Traffic Filtering and Marking, and enhanced LACP support

Distributed switch: 5.1.0

This version is compatible with Vidware ESXi version 5.1 and later. The following new features
are available: Management Metwork Rollback and Recovery, Health Check, Enhanced Port
Wirroring, and LACP.

Distributed switch: 5.0.0

This version is compatible with VMware ESXi version 5.0 and later. The following new features
are available: User-defined netwaork resource pools in Network /O Control, NetFlow, and Port
Mirraring.

4 Ready to complete

[ 205 ]




Using vSphere Distributed Switches Chapter 7

5. On the Edit settings screen, set the Number of uplinks, select Enabled or
Disabled on the Network I/O Control option, and choose to either create or not
create a default dvPortGroup. Click Next to continue:

+ 1 Name and location Edit settings
Specify number of uplink ports, resource allocation and default port group.
w2 Selectversion

3 Edit settings T
Number of uplinks: 4 =
4 Ready to complete
Metwork /O Control: Enabled -
Default port graup: ¥ Create a default part group
FPort group name: DPorGroup

6. On the Ready to complete screen, review the settings and click Finish:

%= New Distributed Switch BR

+ 1 Name and location Ready to complete
Review your settings selections before finishing the wizard
+ 2 Selectversion

v 3 Edit settings Mame: ProdDSwitch
\/ Wersion: 650
Mumber of uplinks 4
Metwork /O Control: Enabled
Default port group: DPortGroup

Suggested next actions
Mew Distributed Port Group
E?? Add and Manage Hosts

@ These actions will be available in the Actions menu of the new distributed switch.

Back Finish Cancel
N
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How it works...

A vSphere Distributed Switch is created at the data center level and spans across multiple
participating hosts or clusters. Therefore, it can only be created by using a vCenter Server.
The vCenter's data center inventory object is the boundary for dvSwitches.

A dvSwitch will have a single control plane and multiple data planes. The control plane is
at the vCenter Server and is used to create and manage the dvSwitch. There will be a data
plane created on each of the participating ESXi hosts. This means that all the packet
switching will happen at the ESXi hosts. The use of a dvSwitch reduces the administrative
complexity of configuring vSphere Standard Switches on individual ESXi hosts in a large
environment.

Five different versions of vSphere Distributed Switches were available in this example: 5.0,
5.1.0, 5.5, 6.0, and 6.5. Choosing version 6.5 will make the vSphere Distributed Switch
incompatible with older versions of the ESXi hosts (if they are managed using the same
vCenter Server).

A dvUplink is another layer of abstraction added to reduce the administrative complexity.
Every dvSwitch with dvUplink/s will have a dvUplinks port group. Every dvPortGroup
created will increase the network count by one. Additional ports will always be consumed
by the number of dvUplinks in the dvUplinks port group. This is true regardless of whether
or not a dvUplink is backed by a vmnic from the participating ESXi servers.

dvSwitch configuration is saved in the vCenter Server database; however, a local host copy
is maintained on every participating ESXi host at the /etc/vmware/dvsdata.db. The host
copy is synced every 300 seconds. The dvsdata. db file being binary can only be viewed
using the net-dvs CLI command.

The dvsdata.db is only created after you connect an ESXi host to the dvSwitch. Running
the net-dvs command without any ESXi hosts connected to the dvSwitch will yield no
output.
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Connecting hosts to a vSphere Distributed
Switch

Once you have created a dvSwitch at the vCenter Server, the next step is to connect ESXi
hosts to the dvSwitch. ESXi hosts are ideally connected to a dvSwitch by mapping its
physical network adapters to dvUplinks of the dvSwitch, but it is not mandatory though.
ESXi hosts can be added to dvSwitch without really mapping any physical adapters to it,
but you couldn't call that an act of connecting to a dvSwitch, as moving any VM to the
dvSwitch will lose its network connectivity. Hence, it is recommended to always connect a
host to a dvSwitch by mapping adapters.

The number of physical adapters that can be mapped to a dvSwitch from an ESXi host will
depend on the number of dvUplinks configured on the dvSwitch created.

How to do it...
The following procedure will help you connect ESXi host(s) to a dvSwitch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.
2. Right-click on the dvSwitch and select Add and Manage Hosts...:

€3 VM Network HetFlow
':; WM Metwoark 2 Port mirrd

F3 1 - Y
£9 VM Metwork2 Health ch

[- # ProdDSwitch | A

Distributed Port Group [
I Add andManage Hosts.. B
£ Migrate WMs to Another Network...

Upgrade ]

Setlings .

lMove To...

Rename....

Tags & Custom Attributes [

Alarms »
K Delete
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3. In the Add and Manage Hosts wizard, select the task as Add hosts and proceed:

[> Add and Manage Hosts

1 Select task Select task

Select ataskto perform on this distributed switch.
2 Select hosts

. Select network adapter o) Add hosts

R Add new hosts to this distributed switch,

. Manage physical network -
adapters () Manage host networking
Manage netwoarking of hosts attached to this distributed switch.

5 Manage VMkernel network
adapters Remove hosts

6 Analyze impact Remaove hosts from this distributed switch.

7 Ready to complete

Add host and manage host networking (advanced)
Add new hosts and manage networking of hosts already attached to this distributed switch. Use
this option to unify the network configuration of new and existing hosts.

4. In the Select hosts screen, click on New hosts... to bring up a list of hosts
managed by the vCenter Server:

[Z> Add and Manage Hosts

+ 1 Selecttask Select hosts
Select hosts to add to this distributed switch.
2 Select hosts

3 Select network adapter nn
tasks = MNew host -
Manage physical network Host 5 Haost Status
adapters

This listis empty.
-~ Manage VMKernel network
adapters
6 Analyze impact

7 Ready to complete

[209]



Using vSphere Distributed Switches

Chapter 7

5. In the Select new hosts window, select the ESXi hosts you intend to add to the
dvSwitch and click OK:

Select new hosts

) Incompatible Hosts

Host

v [J esx03vdescribed.lab
¥ [ esx04vdescribed.lab

i o

/0

Host State

Connected (maintenance mode)

Connected

Q
Cluster
[ Clustera
[ Clustera

oGK

2items [3Copy~

e

Cancel
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6. Back at the Select hosts wizard screen, select the checkbox Configure identical
network settings on multiple hosts (template mode) and click Next:

[[Z> Add and Manage Hosts

" 1 Selecttask

Select hosts
Selecthosts to add to this distributed switch.

2 Select hosts

o Mew hosts...
G (New) esx03.vdescrived.lab Connected (maintenance mode)
‘Q (New) esx04.vdescribed.lab Connected

e @ Configure identical network settings on multiple hosts (template mode). ‘

Back Next Cancel

The template mode will allow you configure a chosen ESXi host and then apply
the same configuration to the remaining selected hosts. This is a very handy
feature when you are dealing with a large set of ESXi hosts.
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7. In the Select template host wizard, choose a host and click Next to continue:

[[Z> Add and Manage Hosts

" 1 Selecttask
" 2 Selecthosts

3 Select template host

Select network adapter
tasks

»

- Manage physical network
adapters (template mode)

5 Manage VMkemnel network
adapters (template mode)

7 Analyze impact

8 Ready to complete

Select template host

Select atemplate hostto apply its network configuration on this switch to the other hosts.

Haost 1a Physical Ad
=1 2| esx03.vdescribed.lab(t.. 0/2

%04 vdescribed.lab 0/6

Select an ESXi host
to beused as a

template for the
wizard

Services (esx03.vdescribed.lab)
Fault Tolerance logging: -
Management: vmk0
Provisioning: -
vSphere Replication: -
vSphere Replication NFC: -

rs - On This Switch

Back

Adapters - On This Switch

Next

Cancel
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8. On the Select network adapter tasks screen, select the checkbox Manage
physical adapters (template mode) and click Next to continue:

[[7» Add and Manage Hosts 7
« 1 Selecttask Select network adapter tasks
Selectthe network adapter tasks to perform.
+ 2 Select hosts
+ 3 Selecttemplate host [/] Manage physical adapters (template mode)
4 Select network adapter Add physical network adapters to the distributed switch, assign them to uplinks, or remove
tasks existing ones.
- Manage physical network
adapters (template mode) [] Mmanage VMkernel adapters (template mode)
Ty Add VMkernel netwaork adapters to this distributed switch, migrate them from other switches,
S F assign them to distributed port groups, configure their settings, or remove existing ones.
T Ready to complete
i f |:| Migrate virtual machine networking
Wigrate VM network adapters by assigning them to distributed port groups on the distriouted
switch.
Sample distributed switch
Wanage physical
VMkernel port group Uplink port group iiars
¥ ViMkemnel ports ¥ Uplink P
[EE vmk 1) g Bl vmnic f
VI port group
v Virtual Machines
51 vm ))
Back Next l:} Cancel
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9. In the Manage physical network adapters (template mode) screen, use the top
pane to assign vmnics to dvUplinks. This is done by selecting an unused vmnic
and clicking the Assign uplink option at the top-left of the pane to bring up a list
of dvUplinks on the dvSwitch:

@ Add and Manage Hosts 2
+ 1 Select task Manage physical network adapters {template mode)
Add or remove physical network adapters to this distributed switch.
+ 2 Select hosts
+ 3 Selecttemplate host @ configure or review physical network adapter assignments for the template hostin this switch.
vl Select network adapter
4 tasks Assign uplink N @ View settings
5 Manage physical network HostiPhysical Netwo pters 14 In Use by Switch Uplink Uplink Port Group
adapters (template mode)
R ~ f esx03.vdescribed.lab {template)
6 Analyze impact =
On this switch
T Ready to complete . .
~ On other switches/unclaimed
M vmnic0 vSwitch - -
vmnic1 vBwitch0 - - I,\\s
Select a physical
adapter to assign a
dvuplink
B Apply the physical network adapter assignments an this switch for the template host to all hosts
& Applyto all @ Reset all
HostPhysical Me 14 In Use by Switch Uplink Uplink Part Group
+ 1 esx04vdescribed.lab =
On this switch
+ 0On other switches/unclaimed
vmnicl vSwitch0 - -
vmnict wSwitch0 - -
vmnic2 DevSwitch01 - - -
Back Next Cancel
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10. On the Select an Uplink window, choose an uplink for the vmnic and click OK
to return to the wizard screen:

Select an Uplink for vmnic0 X

Uplink ed Adapter
Uplink 2 -
Uplink 2 .
Uplink 4 ply

(Auto-assign)

o OK Cancel
[

11. Repeat the procedures of steps 9 and 10 to map all the needed vmnics to
dvUplinks.
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12. Once all the vmnics to dvUplink mappings are done, click on the Apply to all
option in the bottom pane to push a similar configuration to the remaining hosts.
It will use the exact vmnics to dvUplink mapping on all the hosts. Click Next to

proceed:
[[7» Add and Manage Hosts 2
« 1 Select task Manage physical network adapters (template mode)
Add or remove physical network adapters to this distributed switch.
+ 2 Select hosts
v 3 Select template host ) Configure or review physical network adapter assignments for the template host in this switch
+  Selectnetwork adapter
tasks Assign uplink @ Resetchanges @ View settings
5 Manage physical network Host/Physical Metwork Adapters 14 InUse by Switch Uplink Uplink Port Group
adapters (template mode)
o ) - ﬂ esx03.vdescribed.lab {template)
6 Analyze impact =
~ On this switch
7 Ready to complete ) . . . I
vmnicO (Assigned) vSwitch0 Uplink 1 ProdDSwitch-DVU plink...
vmnic1 (Assigned) vSwitch0 Uplink 2 ProdDSwitch-DVUplink...

On other switches/unclaimed

© Apply the physical network adapter assignments on this switch for the template hostto all hosts.

S & Applyto all |y Reset all

Host/Physical Network Adapters 14 In Use by Switch Uplink Uplink Part Group
+ 9 esx04vdescribed lab m
= On this switch
vmnicO (Assigned) vSwitchD Uplink 1 ProdDSwitch-DVUplink... *
wvmnic1 (Assigned) wSwitch0 Uplink 2 ProdDSwitch-DVUplink.
- On other switches/unclaimed
vmnic2 Drevswitch01 = = -
Back Next Cancel

While in template mode, you will not be allowed to proceed further without
applying the settings to the remaining hosts that were selected to be connected to
the dvSwitch.

13. Review the Analyze impact screen for any possible impact detected by the
wizard. Click Next to proceed further if there is no impact:
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[[7» Add and Manage Hosts

1 Selecttask
2 Select hosts
3 Select template host

/A Select network adapter
tasks

Manage physical network
adapters (template mode)

6 Analyze impact

7 Ready to complete

Analyze impact
Review the impact this configuration change might have on some network dependent services.

Overall impact status: @ Mo impact

Host / Impact Analysi 1a Status
~ [J esx03vdescribed.lab

iscsl & Mo impact
« [f esx04.vdescribed.lab

iscsl @ Moimpact

Back HNext Cancel

14. Review the summary of settings in the Ready to complete screen and click Finish
to connect the ESXi hosts to the dvSwitch:

[[7» Add and Manage Hosts

G G

<

v

I 7 Ready to complete

1 Selecttask
2 Select hosts

3 Select template host

Select network adapter
tasks

Manage physical network
adapters {template mode)

6 Analyze impact

Ready to complete
Review your seftings selections before finishing the wizard.

Number of managed hosts
Hosts to add: ps
Mumber of network adapters for update
Physical network adapters: 4

Back Finish Cancel

[
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Creating a vSphere Distributed port group

A Distributed Port Group (dvPortGroup) can only be created from the vCenter Server.
Every dvPortGroup created has a default of 8 available ports. Port allocation is elastic,
which means that the port count will automatically increase or decrease as needed.

How to do it...

The following procedure will help you create a dvPortGroup:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Right-click on the dvSwitch you intend to create the port group on and navigate
to Distributed Port Group | New Distributed Port Group...:

= & ProdDSwitch
DPortGroup
&8 ProdDSwitch-DVUplinks-103

(&= Actions - ProdDSwitch
Distributed Port Group
[> Add and Manage Hosts... Import Distributed Port Group...
&2 Migrate VMs to Another Netwaork.. & Manage Distributed Port Groups...
vy B - -
m|

Upgrade
Settings [

Move To_. i
is empty.
Rename....

Tags & Custom Attributes »

Alarms 4

3 Delete

3. On the New Distributed Port Group screen, supply a name for the port group
and click Next to continue:
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% New Distributed Port Group ) b

1 Select name and location SEIEEE T S ot o

Select port group name and distributed switch where to locate it
2 Configure settings

 HEIIETTEEE Name:  [Prod_vi_PG ﬂ |

Location: &= ProdDSwitch

Next Cancel
I

4. On the Configure settings screen, set the Port binding, Port allocation, Number
of ports, Network resource pool, and VLAN type. You can also choose to
override the dvSwitch settings by selecting the option, Customize default
policies configuration.

5. On the Security screen, configure Promiscuous mode, MAC address changes,
and Forged transmits:

2 New Distributed Port Group 71

+ 1 Select name and location Security

Controls promiscuous mode, MAC address changes, and forged transmits.
+ 2 Configure settings

J Configure policies . . =
Promiscuous mode: | Reject | - |
3a Security . §
MAC address changes: | Reject | - |
3 Traffic shaping . '
Forged transmits: | Reject |+ ]
3c Teaming and failover : /

3d Monitoring
3e Miscellaneous
4 Edit additional settings

5 Ready o complete

Back Next Cancel
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6. On the Traffic shaping screen, you can configure Ingress and Egress settings.
7. On Teaming and failover screen configure Load balancing, Network failure
detection, Notify switches, and Failback.
8. On the Monitoring screen, you can choose to Enabled or Disabled
the Netflow option:

New Distributed Port Group 2 MW

Monitoring
Controls NetFlow configuration

+" 1 Select name and location

+" 2 Configure settings

3 Configure policies
NetFlow: Disabled -

v 3a Security

v 3b Traffic shaping
v 3c Teaming and failover
3e Miscellaneous
4 Edit additional settings

5 Ready to complete

Back Next % Cancel

The use of Netflow requires additional configuration, which is covered in a later
section of this chapter.

9. On the Miscellaneous screen, you have an option to disable all the ports on the
dvPortGroup. It is, however, not an obvious practice to disable an entire port
group so there is no change required on this screen. Click Next to continue.

10. On the Edit additional settings screen, you can override various port policies:
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% New Distributed Port Group ) W

Edit additional settings
Modify port group's description and policy overrides per port.

+ 1 Select name and location

+~/ 2 Configure settings

3 Configure policies

Description o
vy 3a Security
v 3b Traffic shaping
v 3c Teaming and failover L
& TS Configure reset at disconnect: | Enabled | b e
+  3e Miscellaneous Override port policies
Black ports: (=) Mllowed () Disabled
5 Ready to complete Traffic shaping: () Allowed (=) Disabled
‘endor configuration: () Allowed (s) Disabled
WLAM: () AMllowed (=) Disabled
Uplink teaming: () Allowed (s) Disabled
Security policy: () Allowed () Disabled
MetFlow: () Alowed (s) Disabled
Traffic filtering and marking: () Allowed (=) Disabled
&)
Back Next % Cancel
The Configure Reset at disconnect option (Enabled by default) will reset dvPort
setting overrides to dvPort group settings after a virtual machine's vNIC is
disconnected from a dvPort.
11. On the Ready to complete screen, review the settings and click Finish to create
the dvPortGroup.
12. The Networks | Distributed Port Groups tab of the dvSwitch should list the
newly created dvPortGroup:
Navigator X | = Prodoswich | 2 £ [ g2 | 3 Adions v =
4 Back GeftingStarted  Summary  Menitor Configure  Permissions Ports  Hosts  VMs | Networks

v = a8 a|

< Blvesa6501 vdescrived lab \ D\smbmedPnnGmupsl Uplink Port Groups \

~ [ SITE ADATACENTER

6 AV PG
@ Devpe Name 1afvanio Status Port Binding Netnor Protocs| Frofile VMs

%2, New Distributed Port Group... | @ Edit Settings... | {4} Actions + [ (q Fite -

© DEV_NETWORK &2, DPortGroup VLAN access: 0 @ Normal Static binding (elastic) 0
€ DEV_VM_TEST & Prod VPG o VLAN access: 0 © Normal Static binding (elastic) 0
6 Test
@ VM Network
@ VM Netwark 2
6 v Neworkz
s ]
& DPortGroup
&,Prod_VM_PG
5 ProdDSwitch-DVUplinks-108
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How it works...

Every dvPortGroup created will increase the network count by one and also increase the
number of available ports on the dvSwitch. The increase in the number of available ports
(referred to as the capacity of the dvSwitch) depends on the number of ports allocated to the
dvPortGroup. The dvUplinks port group will also increase the network count by one. The
following screenshot explains the summary of the new dvPortGroup created:

&= ProdDSwitch & [ 42 g | SAdions ~

Getting Started | Summary | Monitor  Configure  Permissions Pors  Hosts  VMs  Networks

ProdDSwitch
Manufacturer: VMware, Inc
Version: 65.0

: : Networks=3 because we
~ Switch Details . have 2 vaartGrnups and Features
Netwarks (3 1 dvUplinkPortGroups  [GEd ettty Supported

Hosts V] rletFlow Supported

Virtual machines 0 ink Layer Discovery Protocol Supported

Ports |178w Ports=16 because we ink Aggregation Control Enhanced support
- have 2 dvPortGroups rotacol

»  Hotes “ort mirroring Supported

v Custom Attributes =] IGMP/MLD snooping Supported

Health check Supported

Port binding

Port binding refers to the concept of associating a port of a dvSwitch (dvPort) to a virtual
machine's NIC (vNIC).

There are different port binding methods available on a dvSwitch:

e Static binding
e Dynamic binding
¢ Ephemeral (no binding)
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Static binding is the default method of port binding. vCenter assigns a dvPort to a virtual
machine NIC when it is connected to the dvPortGroup for the first time. The assigned
dvPort will remain reserved for the virtual machine until the virtual machine is removed
from the port group. Temporarily disconnecting the vINIC will not remove the reservation.
This type of binding has several advantages over the other types of binding methods
because it retains the port statistics, which is essential if you want to monitor a virtual
machine's traffic.

Dynamic binding is a method that will not be included in the future versions of vSphere. It
is deprecated as of vSphere 5. The way it works is, when a virtual machine is powered on, a
dvPort is dynamically allocated to a vINIC of the virtual machine that is connected to the
dvPortGroup. The dvPort allocated in this manner will not be reserved. The moment the
vNIC is disconnected, or if the virtual machine is vMotioned or powered off, the dvPort is
unallocated and made available for any other virtual machine to procure.

Ephemeral binding, although categorized as a binding method, does no real binding. Ports
are created and deleted on demand. A dvPort is created and allocated to a vNIC of a
powered on virtual machine connected to the dvPortGroup. The dvPort is deleted if the
vNIC is disconnected or if the VM is vMotioned or powered off. There is no reliance on
vCenter for the port allocation.

Port allocation

The port allocation method determines how the pool of available dvPorts on a dvPortGroup
is managed. There are two types of port allocation method:

e Elastic
e Fixed

Elastic is the default port allocation method for a dvPortGroup. As with vSphere 5.5, an
elastic dvPortGroup has eight dvPorts by default. However, if there is a need for more
dvPorts, let's say you connected more than eight vINICs to the dvPortGroup, then the port
allocation is expanded automatically by the number of ports needed. When the ports are no
longer needed the port allocation is reduced, but no lower than what was configured on the
dvPortGroup.

Fixed allocation will configure the set value for the number of ports as the limit to the
dvPortGroup. For instance, if you set the allocation method to fixed and set the number of
ports to five, then you will not be able to connect more than five vNICs to the dvPortGroup.
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Network resource pools

The network resource pool option available during the dvPortGroup creation wizard will
allow you to select a user-defined network resource pool. If no user-defined resource pools
are available, it will default to the system network resource pool Virtual Machine Traffic,
although this is not explicitly indicated in the user interface.

Managing physical adapter (vmnic) to
dvUplink mappings

You can manage (add/change/remove) vmnic-to-dvUplink mappings using the Add
Networking wizard. This is done on a per host basis, but you could use Add Networking
wizard's template mode to push similar changes to multiple hosts if required.

Refer to step 12 of the Connecting hosts to a vSphere Distributed Switch recipe to learn how
to push changes while in template mode.

How to do it...

The following procedure will help you assign/remove vmnic-to-dvUplinks mappings on a
dvSwitch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Right-click on the dvSwitch and select Add and Manage Hosts...:
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€3 VM Network NetFlow
€3 VM Network 2 Port mirr

€3 VM Network2 Health ch

Distributed Port Group »
i AddandManageHosts.. B
g2 Migrate WMs to Another Netwaork...

Upgrade »

Settings »

Move To..

Rename....

Tags & Custom Attributes »

Alarms »
¥ Delete

3. In the Add and Manage Hosts wizard, select the task Manage host networking
and click Next to continue:

[ Add and Manage Hosts

1 Select task Select task

Select a task to perform on this distributed switch.
2 Select hosts

3 tSeIEct network adapter () Add nosts
Asis Add new hosts to this distributed switch.
Manage physical network
adapters (+) Manage host networking
Manage VMkernel network Manage networking of hosts attached to this distributed switch.
adapters () Remove hosts
6 Analyze impact Remaove hosts from this distributed switch.

7 Ready to complete
(_) Add host and manage host networking {(advanced)
Add new hosts and manage networking of hosts already attached to this distributed switch. Use
this option to unify the network configuration of new and existing hosts.

[225]



Using vSphere Distributed Switches Chapter 7

4. On the Select hosts screen, click on Attached hosts... to bring up the Select
member hosts window:

[+ Add and Manage Hosts

« 1 Selecttask Select hosts
Select hosts to manage their netwarking on this distributed switch.

2 Select hosts

3 Select network adapter
tasks = Attached hosts ™
Manage physical network Hast Hast Status
adapters s

This listis empty.

Manage VMkernel network
adapters

6 Analyze impact

7 Ready to complete

5. On the Select member hosts window, select the ESXi host(s) to manage and click
OK to confirm the selection and return to the Select hosts screen:

Select member hosts (x)
Q Filte -
Host Host State VDS Status Cluster
[+ E| esx03.vdescribed.... Connected (maintenanc... & Up o []j] Clustera
[] [E] esx04vdescribed . = Connected & Up [ Clusters
M [« Find - 2items [5Copy~
OK Cancel
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6. With the desired hosts selected, click Next on the Select hosts window:

[[7» Add and Manage Hosts

~ 1 Select task

3 Select network adapter
tasks

Manage physical network
adapters

Manage VMkernel network
adapters

6 Analyze impact

Select hosts
Select hosts to manage their networking on this distributed switch.

o Attached hosts...

Host Host Status

| [@ esx03.vdescribed.lab Connected (maintenance mode)

n multiple hosts (template

Back

Next

Cancel

Template mode will be enabled only if you select more than one host to manage.

7. On the Select network adapter tasks screen, make sure only Manage physical
adapters is selected:

[[Z> Add and Manage Hosts

~ 1 Selecttask
~ 2 Select hosts

viB Select network adapter
tasks

Manage physical network
adapters

5 Analyze impact

6 Ready to complete

Select network adapter tasks
Selectthe network adapter tasks to perform.

E Manage physical adapters
Add physical network adapters to the distributed switch, assign them to uplinks, or remove
existing ones.

[] Manage VMkernel adapters
Add or migrate Vikernel network adapters to this distriuted switch, assign them to distributed
port groups, configure VMkernel adapter settings, or remove existing ones.

[] migrate virtual machine networking
Migrate VM network adapters by assigning them to distributed port groups on the distributed
switch.

Sample distributed switch

VMkernel port group Uplink port group
¥ VMkemel ports ¥ Uplink
[ vk (] [} [Evmnic

VM port group
¥ Virtual Machines
Ghvm (]

Back

Manage physical
adapters

»

Next

Cancel
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Deselecting Manage VMKkernel adapters is not a requirement but is only done to
focus on the intended activity.

8. On the Manage physical network adapters screen, you can select the physical
adapter (vmnic) and choose to Assign uplink to a physical adapter or Unassign
adapter from an uplink. Once done, click Next to continue:

[[7> Add and Manage Hosts

Manage physical network adapters

~ 1 Selecttask
Add or remove physical network adapters to this distributed switch.

~ 2 Select hosts

Select network adapter
Vo3 tasks | IS Assign uplink 3¢ Unassign adapterc © View settings

4 Manage physical network HostPhysical Network Adapters 14 In Use by Switch Uplink Uplink Fort Group
adapters
~ [0 esx03vdescribed.lab

5 Analyze impact

~ Onthis switch

6 Ready to complete
. ! ' vmnic1 o ProdDSwitch Uplink 2 ProdDSwitch-DWVUplink:
~ On other switches/unclaimed
vmnicl vBwitch0 - -
Back Next Cancel

Assign uplink can also be used to change an existing vmnic-to-dvUplink
mapping.
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9. On the Analyze impact screen, review the impact. If it indicates No impact, then
click Next to continue:

[[Z> Add and Manage Hosts

Analyze impact

+ 1 Select task
Review the impact this configuration change might have on some network dependent services.

~ 2 Select hosts

] 1Se|ecl TEESHT T Overall impact status: @ Noimpact

asks

« 4 Manage physical network Host / Impect Analysis per Sarvice 14 Status
adapters
v [ esx03vdescribedlab

5 Analyze impact
isCcsl @ Noimpact

6 Ready to complete

Back Next Cancel

10. On the Ready to complete screen, review the settings and click Finish to make
the changes:

[[> Add and Manage Hosts

Ready to complete

~ 1 Selecttask
Review your seftings selections before finishing the wizard.

~ 2 Select hosts
v 3 Selectnetwork adapter

tasks Humber of managed hosts
v 4 Manage physical network Hosts to update: 1

adapters
v

5 Analyze impact

(%4 6 Ready to complete

Back Finish Cancel
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Migrating a virtual machine network from a
vSphere Standard Switch (vSwitch ) to a
vSphere Distributed Switch (dvSwitch)

Once you have laid the distributed switch foundation by creating dvSwitches,
dvPortGroups, and by mapping physical adapters the next step is to migrate the virtual
machines connected to a port group on a vSwitch to dvPortGroup on the dvSwitches.

Getting ready

To ensure that the virtual machines do not lose network connectivity when they are
migrated to the dvSwitch, verify that at least one or more physical adapters backing the
virtual machine network have already been mapped to an uplink on the dvSwitch and is an
active uplink on the destination dvPortGroup. The dvPortGroup should also be configured
to use the same VLAN, MTU, and link aggregation (if any) settings.

Aspects such as cabling and VLAN trunking should be done correctly on the physical
switches as well.

How to do it...

The following procedure will help you migrate virtual machines that are currently
connected to port groups on a vSphere Standard Switch to dvPortGroup on a vSphere
Distributed Switch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Right-click on the desired dvSwitch and click on the menu item Migrate VMs to
Another Network...:
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= #m ProdDSwitch P e _ﬂ' :
& DPortGroup — _'Dn_s_ Sl
&F’I’OG_VM_PG Distributed Port Group » i

8 ProdDSwitch-DVUplinks-108 | L Add and Manage Hosts...
4 Migrate VMs to Another Network..

Upgrade

Settings 3

Move To...
Rename....
Tags & Custom Attributes »

Alarms »

¥ Delete

3. On the Migrate VMs to Another Network wizard screen, browse and select
source and destination networks. Source network will be the virtual machine port
group on a standard vSwitch, and the Destination network will be a dvPort

group:
/2 Migrate VMs to Another Network ?) MY
Select source and destination networks
Select source and destination networks for the migration of virtual machine network adapters
2 Select VMs to migrate
3 Ready to complete Source network
(=) Specific network
[ Browse
All virtual machine network adapters that are connected to this network will be migrated
() No network
Clicking Browse... Allvirtual machine network adapters that are not connected to any network will be migrated.
will bring up a
Select Network Destination network
window with a list T
of all available port m]
groups (standard
and distributed)
Next Cancel
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The wizard can be used to migrate virtual machines between two port groups
regardless of their type (standard or distributed).

4. On the Select VMs to migrate screen, use the checkboxes to select the desired
VMs and click Next to continue:

A2 Migrate VMs to Another Network ?) W

7 Select source and Selectvirtual machines to migrate from VM Network to Prod_VM_PG:
destination networks

2 Select VMs to migrate

3 Ready to complete

Virtual Machine/Network Adapters NICs Count Host Destinstion Network

- [ Allvirtual machines

v [ vcsab501 1 [ esx04vdescribedlab Accessible
» G pscd1 ) 1 [ esx04vdescribed.lab Accessible
v [ psco2 f 1 [ esx04vdescribedlab Accessible
v [ VRADR 1 [ esx03vdescribedlab Accessible
v [ VM1 1 [ esx03vdescribed.lab Accessible
» [ DRVRO 1 [@ esx03vdescribedlab Accessible
0 =
Back Next Cancel
[

5. The Ready to complete screen will summarize the number of VMs and vNICs to
migrate. If this matches with what you intended then click Finish to initiate the

migration:
A2 Migrate VMs to Another Network ) My
v Select source and Ready to complete
destination networks Review your settings selections before finishing the wizard.

' 2 Select VMs to migrate

"4 3 Ready to complete Source: WM Network

Destination network: Prod_VM_PG
Virtual machines to migrate: 2
Metwork adapters to migrate: 2

Back Finish l} Cancel
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6. The Recent Tasks pane should list a Reconfigure virtual machine task for each
of the VMs that are being migrated:

[¥] Recent Tasks

T

EE

Task Mame Target Status
Reconfigure virtual machine & psco2 v  Completed
Reconfigure virtual machine & pscod +  Completed

How it works...

When you migrate a virtual machine network from a vSphere Standard Switch to a vSphere
Distributed Switch, it changes the network label (port group) mapping for the selected
VvNICs to match the dvPortGroup's name. As long as the destination dvPortGroup has
uplinks that support the virtual machine network traffic (for example, it is on the same
VLAN), the network connectivity for the VMs will remain unaffected.

Migrating VMkernel interfaces between
vSphere Standard (vSwitch) and vSphere
Distributed Switches (dvSwitch)

VMkernel interfaces can also be migrated from a vSwitch to dvSwitch. The process can be
achieved using the Add and Manage Hosts wizard.
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Getting ready

Before you begin migrating the VMkernel interfaces from a vSwitch to dvSwitch, it is
important to make sure you have a dvPortGroup configured with the necessary dvUplinks
and ensure the other settings such as VLAN, MTU, and LACP (if required) are configured

correctly:

s ManagementPG|> Edit Settings

And, we have

mapped “vmnic 2"
to “Uplink 2*

\' Route based on originating virtual port | - |

\: Link status only | T |

\: Yes

[~

\: Yes

[~

V|

General Load balancing:
Advanced Network failure detection:
SEEINE Maotify switches:
Traffic shaping Failback:
VLAN
Failover order
Monitoring
Traffic filtering and marking Active uplinks
Miscellaneous LEITE]

| Uplink 2

Standby uplinks
Unused uplinks
Uplink 3
Uplink 4

Select active and standby uplinks. During a failover, standby uplinks activate in the order specified above.

Here we have made “Uplink 1" and “Uplink

2" as Active Uplinks for the ManagementPG.

OK

| [ cancel ||

If you are to use the same vmnics currently mapped to the Standard vSwitch, then unmap
one of those vmnics, assign a dvUplink to it, and mark it as the active uplink for the
dvPortGroup configured for management interfaces.

How to do it...

The following procedure will help you migrate VMkernel interfaces from a vSphere
Standard Switch to a vSphere Distributed Switch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.
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2. Right-click on the dvSwitch and select Add and Manage Hosts...:

€ VM Network Ik
€3 VM Network 2 Port mirr
€3 M Network2 Health ch

= ProdDSs

= (== Actions - ProdDSwitch

Distributed Port Group »
. AddandManage Hosts.. B
42 Migrate Vs to Another Network. ..

Upgrade »

Settings 3

Maove Ta...

Rename....

Tags & Custom Attributes 3

Alarms »
3 Delete

3. In the Add and Manage Hosts wizard, select the task Manage host networking
and click Next to continue:

[+ Add and Manage Hosts

1 Select task Select task

Select a task to perform on this distributed switch.
2 Select hosts

Select network adapter ) Add hosts

fasks Add new hosts to this distributed switch,

Manage physical network —
adapters (=) Manage host networking

Manage VMKernel network Manage networking of hosts attached to this distributed switch.

adapters

(_) Remove hosts
6 Analyze impact Remaove hosts from this distributed switch.

7 Ready to complete

(_) Add host and manage host networking {advanced)
Add new hosts and manage networking of hasts already attached to this distributed switch. Use
this option to unify the network configuration of new and existing hosts.
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4. On the Select hosts screen, click on Attached hosts... to bring up the Select
member hosts window:

[+ Add and Manage Hosts

« 1 Selecttask Select hosts
Select hosts to manage their netwarking on this distributed switch.

2 Select hosts

3 Select network adapter
tasks = Attached hosts ™
Manage physical network Hast Hast Status
adapters s

This listis empty.

Manage VMkernel network
adapters

6 Analyze impact

7 Ready to complete

5. On the Select member hosts window, select the ESXi host(s) to manage and click
OK to confirm the selection and return to the Select hosts screen:

Select member hosts (x)
Q Filte -
Host Host State VDS Status Cluster
[+ E| esx03.vdescribed.... Connected (maintenanc... & Up o []jl Clustera
[] [E] esx04vdescribed . = Connected & Up [ Clusters
M [« Find - 2items [5Copy~
OK Cancel

6. With the desired hosts selected, click Next on the Select hosts window:
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[[Z> Add and Manage Hosts (7)

+ 1 Select task Select hosts

W Select hosts to manage their networking on this distributed switch

3 Select network adapter

tasks o Attached hosts...

Manage physical network Host Host Status

adapters

Manage VMkernel network | @ esx03.vdescribed.lab Connected {(maintenance mode)
adapters

6 Analyze impact

ngs on multiple hosts (template mode). @

dentical ne

Config

Back Next Cancel

Template mode will be enabled only if you select more than one host to manage.

7. On the Select network adapter tasks screen, make sure that both Manage
physical adapters and Manage VMkernel adapters are selected. Click Next to
continue:

[[7» Add and Manage Hosts ®

+ 1 Selecttask Select network adapter tasks

Select the network adapter tasks to perform
~ 2 Select hosts

3 f:;i‘ TR [/] Manage physical adapters
e T TR Ad.d physical network adapters to the distributed switch, assign them to uplinks, or remove
adapters existing ones.
Manage VMkernel network [¥] Manage VMkernel adapters
adapters Add or migrate VMkernel network adapters to this distributed switch, assign them to distributed
6 Analyze impact port groups, configure VMkernel adapter settings, or remove existing ones.
7 Ready to complete |:| Migrate virtual machine networking
Migrate VI network adapters by assigning them to distributed port groups on the distributed
switch

Sample distributed switch

Manage Vikemnel . Manage physical

VWMkernel port group Uplink port group

adapters adapters
P ¥ Wilkernel ports — ¥ Uplink P
wp EEvmk (] ] [ vmnic +*
VM port group
¥ Virtual Machines
&h vm ]
Back Next Cancel
I
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8. On Manage physical network adapters screen, verify/assign the correct physical
adapter to a dvUplink that has been configured as an active uplink on the
dvPortGroup created for the management of VMkernel interfaces. Once done,
click Next to continue:

@ Add and Manage Hosts 2}

+ 1 Selecttask Manage physical network adapters
Add or remave physical network adapters to this distributed switch.
+ 2 Selecthosts

Select network adapter
M3 tasks & Assign uplink $¢ Unassign adapter © View settings

4 Manage physical network Host/Physical Network Adapters 1a In Use by Switch Uplink Uplink Port Group
adapters

Manage VMkernel network =, [l sxiAviescibediab
adapters « 0Onthis switch

vmnicl ProdDSwitch Uplink 2 ProdD&Switch-DVUplink...

6 Analyze impact

T Ready to complete ~ On other switches/unclaimed
vmnicO vSwitch0

In this case we have already
mapped “vmnic 2” to “Uplink 2"

Back Next Cancel

9. On the Manage VMkernel network adapters screen, select the VMkernel
interface and click on Assign port group:
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[[Z> Add and Manage Hosts

~ 1 Selecttask
~ 2 Select hosts

Manage VMkernel network adapters

Manage and assign VMkernel network adapters to the distributed switch.

v 5 Selectnetwork
tasks

v o4 Manage physical network
adapters

- Manage VMkernel network
> adapters

6 Analyze impact

7 Ready to complete

Asaign port group

Hast'ViMiemel Network Adfpters
v [ esx03.vdescribed.lab
On this switch

~ On other switches

vmkQ o vSwitch0

1a In Use by Switch

@ View settings

Destination Part Group

Management Netwaork Do not migrate

Back Next Cancel

10. On the Assign destination port group window, select the dvPortGroup for the
VMkernel interface and click OK:

Assign destination port group

Show all columns |
¢

Name

DPonrtGroup
Prod_VM_PG
ManagementPG

3items [{3Copy~

° oK .|| cancel |
.'?>||
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11. The Manage VMKkernel network adapters screen will now list the destination
port group. Click Next to continue:

[[7> Add and Manage Hosts

Manage VMkernel network adapters
Manage and assign VMkernel network adapters to the distributed switch.

" 1 Select task

~" 2 Select hosts

+ 3 Select network adapter
1

asks & Assian port group & Editadapter " Resetchanges @ View settings
v Manage physical network = " = s =
adapters Host/ViMiemnel Network Adapters 14 In Use by Switch Source Port Group Destination Port Group

5 Manage VMKkernel network - E| esx03.vdescribed.lab
Sapter = Onthis switch
e S [ vmk0 (Reassigned) vSwitch0 Management Network ManagementPG +/

T Ready to complete On other switches

Back Next R Cancel

12. On the Analyze impact screen, review the impact. If it indicates No impact, then
click Next to continue:

[ Add and Manage Hosts ?)
v 1 Select task Analyze impact
Review the impact this configuration change might have on some network dependent services.
+ 2 Select hosts
v o3 fﬂﬁ:‘ pehanikiedesi=y ‘ Overallimpact status: @ No impact
v o4 M;natge physical network Hast / Impact Analysis per Servics 1 A Status
adapters
« 5 Manage Vikemel network + [ esx03vdescribedlab
adapters iscsl @ MNoimpact
6 Analyze impact
7 Ready to complete
Back H Next Cancel
[s
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13. On the Ready to complete screen, review the settings and click Finish to migrate

the VMkernel interfaces:

[[7» Add and Manage Hosts

1 Select task Ready to complete

Review your settings selections before finishing the wizard
2 Select hosts

W
v
v o3 Select network adapter
v

tasks Number of managed hosts
Manage physical network Hostis to update 1
adapters

% = Manage VMkernel network HNumber of network adapters for update
adapters Reassigned VMkernel network 1

' 6 Analyze impact adapters:

4 7 Ready to complete

Back

Cancel

14. Switch to the Hosts and Clusters view using the key combination Ctrl + Alt + 2,
select the ESXi host, and navigate to Configure | VMkernel adapters to view the

migrated VMkernel interface:

{g esx03.vdescribed.dab | 2. B, [ [ [B | {ZjActions -

Getting Started  Summary I'-;10nit0r|conﬂgure|F'ermissions WMs  Datastores Metworks Update Manager

It VMkernel adapters
» Storage . 2
B @/ X B
w Networking i .
Device Metwork Label Switch IF Address

Virtual switches

VMkernel adapters

Physical adapters

wmk0 ManagementPG J == ProdDSwitch ‘/ 192.168.70.42

TCPIIF Stack

Default
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How it works...

During the migration of the VMkernel interface, the communication over these resources
will remain unaffected. However, if for any reason you end up migrating the management
VMkernel interface to a dvPortGroup without the necessary configuration to support the
traffic for the interfaces, then you will lose connectivity to the ESXi host. To recover from
this, you will need to get to the console of the ESXi host via the host's IPMI console, such as
the DRAC, ILO, or KVM and use the DCUI to restore the standard vSwitch or use the CLI to
modify the configuration of the dvPortGroup.

More information on migrating a VMKkernel interface used for the management network
between standard vSwitches (VMware Knowledge Base article 2037654) is available
at: http://kb.vmware.com/kb/2037654.

Creating additional VMkernel interfaces on a
vSphere Distributed Switch (dvSwitch)

The default VMkernel management interface is not the only VMkernel interface that you
will need in a vSphere environment. Features such as VMotion, iSCSI, NFS, and vSphere
replication will also mandate the presence of a VMkernel interface. If these were already
created on your vSphere Standard Switch, then they can be migrated using the instructions
in the Migrating VMkernel interfaces between vSphere Standard Switch (vSwitch) and
vSphere Distributed Switch (dvSwitch) recipe.

In this section, we will learn how to create these additional VMkernel interfaces on a
dvSwitch.
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Getting ready

VMkernel interfaces are communication end points that VMkernel presents to the data
center network. Hence these would require unique IP configuration:

e A dvPortGroup can house more than one VMkernel interface. However, it may
not be a common practice to put all of them into the management port group.
Your organization's infrastructure policy might require you to create a separate
dvPortGroup for these interfaces. Perform what is required before you proceed
with creating VMkernel interfaces. Also, not every uplink is configured to pass all
traffic. It is important to make sure the correct uplinks are identified and made
active. For example, it is possible that only a fixed number of VLANs are trunked
to a port the uplink is cabled to. In this example, we have created a dvPortGroup

called the StoragePG:
&% StoragePG - Edit Settings
General Load balancing: Route based on originating virtual port -
GIETEED Metwork failure detection: Link status only -
AR Nofify switches: Yes -
fraffic shaping Failback: [ves v
VLAN
Failover order
Monitoring 4 3
Traffic filtering and marking Active uplinks
Miscellaneous Uplink 3
Uplink 4
Standby uplinks
Unused uplinks
Uplink 1
Uplink 2

¢ You will need a VLAN type, VLAN ID, and the IP configuration for the
VMkernel interface.
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How to do it...

The following procedure will help create new VMkernel interfaces on a dvSwitch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Right-click on the dvSwitch and select Add and Manage Hosts...:

€ VM Netwark Hhetkiom:
3 VM Network 2 Port mirrg
€3 VM Network2 Health ch

[ m= ProdDSwitch = A

= = Actions - ProdDSwitch |
Distributed Port Group >

[ Add andManage Hosts... B

2 Migrate VMs to Another Network

Upgrade »

Seftings »

Maove Ta...

Rename....

Tags & Custom Afttributes 3

Alarms »
¥ Delete

3. In the Add and Manage Hosts wizard, select the task Manage host networking
and click Next to continue:

[ Add and Manage Hosts

1 Select task Select task

Select a task to perform on this distributed switch.

2 Select hosts

3 tSeIEct network adapter () Add hosts
asks Add new hosts to this distributed switch.
Manage physical network =
adapters (=) Manage host networking
Manage VMkernel network Manage networking of hosts attached to this distributed switch.
adapters () Remove hosts
6 Analyze impact Remove hosts from this distributed switch.

7 Ready to complete

(_) Add host and manage host networking (advanced)
Add new hosts and manage networking of hosts already attached to this distributed switch. Use
thiz option to unify the network configuration of new and existing hosts.
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4. On the Select hosts screen, click on Attached hosts... to bring up the Select
member hosts window:

[+ Add and Manage Hosts

+ 1 Selecttask Select hosts
Select hosts to manage their networking on this distributed switch.

2 Select hosts
Select network adapter
3 tasks = Attached hosts ™

Manage physical network Hast Hast Status
adapters s

This listis empty.
Manage VMkernel network
adapters

6 Analyze impact

7 Ready to complete

5. On the Select member hosts window, select the ESXi host(s) to manage, and click
OK to confirm the selection and return to the Select hosts screen:

Select member hosts (x}
Q Filte -
Host Host State VD5 Status Cluster
(= E| esx03.vdescribed....  Connected (maintenanc... @ Up @ ClusteraA
[ [J esx04vdescribed.. Connected o @ Up [ Clustera
i (a ring - 2items [5Copy~
DK Cancel

[245]



Using vSphere Distributed Switches Chapter 7

6. With the desired hosts selected, click Next in the Select hosts window:

> Add and Manage Hosts

+ 1 Select task Select hosts

m Select hosts to manage their networking on this distributed switch.

Select network adapter

3 tasks = Attached hosts... | 3¢ Remove
Manage physical network Host Host Status
adapters )
Manage VMkernel network [ esx04.vdescribed.ab Connected
adapters

6 Analyze impact

7 Ready to complete

on multiple hosts (template mod

Back Next Cancel

7. On the Select network adapter tasks screen, make sure that both Manage
physical adapters and Manage VMkernel adapters are selected. Click Next to
continue:

[ Add and Manage Hosts (7)

+ 1 Selecttask Select network adapter tasks

Select the network adapter tasks to perform
+ 2 Select hosts

3 :f;:? network adapter @ Manage physical adapters

: Add physical network adapters to the distributed switch, assign them to uplinks, or remove
4 Manage physical network i
adapters existing ones

Manage VMkernel network Er] Manage VMkernel adapters

el Add or migrate VMkernel network adapters to this distributed switch, assign them to distributed
6 Analyze impact port groups, configure VMkernel adapter settings, or remove existing ones.
7 Ready to complete [] migrate virtual machine networking
Wigrate VM network adapters by assigning them to distributed port groups on the distributed
switch.

Sample distributed switch

Manage ViMkernel WManage physical

Wikernel port group Uplink port group

adapters adapters
g v Ulikemel ports - ¥ Uplink g
“wp  [EEvmk ] | [ vmnic '
VM port group
v Virtual Machines
& vm ]
Back Next Cancel
L
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8. On the Manage physical network adapters screen, verify/assign the correct
physical adapters to dvUplinks that have been configured as active uplinks on
the dvPortGroup created for the VMkernel interface. Clicking on Assign uplink
brings up a list of dvUplinks to choose from. Make the selection and click OK to
return to the Manage physical network adapters screen. Once done, click Next to
continue:

[[Z» Add and Manage Hosts

Manage physical network adapters
Add or remove physical network adapters to this distributed switch.

~" 1 Selecttask

~ 2 Select hosts

v o3 Select network adapter
tasks
4 Manage physical network
adapters

K

Asaign uplink | 3 Unassign adapter @ Reset changes o View setlings

Host/Physical Network Adapters 1a InUse by Switch Uplink Uplink Port Group

Manage VMkernel network = @ earlavdesaibed.ab

adapters ~ Onthis switch
6 Analyze impact vmnic1 ProdDSwitch Uplink 2 ProdDSwitch-DVUplink
7 Ready to complete vmnic3 (Assigned) = Uplink 3 ProdDSwitch-DVUplink...
- On other switches/unclaimed
wvmnicO vSwitch0 = =
vmnic2 DevSwitch01 - -
vmnicd wSwitch1 = =
wvmnich DevSwitch01 - -

Back Next Cancel
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9. On the Manage VMkernel network adapters screen, select the ESXi host and

click on New adapter:

[[7» Add and Manage Hosts

+ 1 Selecttask Manage VMkernel network adapters

Manage and assign VMkernel network adapters to the distributed switch.

~ 2 Select hosts

v o3 Select network adapter N
tasks New adaptar

v 4 Manage physical network
adapters

5 Manage Vlkernel network ~ [J esx04vdescribedlab o
EREET On this switch

6 Analyze impact

Haost"hikemel Network Adspters 1 a4 In Use by Switch

~ On other switches

7 Ready to complete vmk0 vSwitch0
vmk1 v3witch1
vmk3 DevSwitch01

Management Network

V3AN Interface

DEVKERGROUPO1

Back

Hext

Destination Port Group

Do not migrate
Do not migrate
Do not migrate

Cancel

4

10. On the Add Networking wizard, browse and select the dvPortGroup pre-created
for the VMkernel interface and click Next to continue:

@ esx04.vdescribed.lab - Add Networking

1 Select target device Select target device

Select a target device for the new connection.
2 Connection settings

2a Port properties (=) Select an existing network

20 IPv4 settings [ Browse... |

3 Ready to complete
Select an existing standard switch

New standard switch

Next

Cancel

11. On the Port properties screen, enable a service (traffic type) for the VMkernel
interface. In this case, we have selected Virtual SAN. Once you have made the

desired selection click Next to continue:
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Q esx04.vdescribed.lab - Add Networking

+ 1 Select target device Port properties
Specify VMkernel port settings
2 Connection settings

2a Port prope

VMkernel port settings
2b IPv4 settings

Network label:
3 Ready to complete

TCPIP stack: Default v

Available services

Enabled senices: [] wMation
[] Provisioning
[] Fauit Tolerance logging
[] Management
[ vsphere Replication
[] vSphere Replication NFC
[/ virtuzal SAN

Back Next Cancel

&

12. On the IPv4 settings screen, supply the IP configuration and click Next to
continue:

@ esx04.vdescribed.lab - Add Networking

+ 1 Select target device IPv4 settings
Specify VMkemnel IPvd settings.
2 Connection settings

v 2a Port properies

() Obtain IPv4 settings automatically
(=) Use static IPv4 settings e
+ 3 Ready to complete |Pvd address: 192 188 70 . 58
Subnet mask: 255 .255.255. 0
Default gateway: [] owerride default gateway for this adapter
DNS server addresses: 192.168.70.3

Back Next Finish Cancel
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13. On the Ready to complete screen, review the settings and click Finish to create
the interface:

[J esx04.vdescribed.lab - Add Networking

" 1 Select target device

2 Connection settings
~  2a Portproperties
v 2b IPvd settings

"4 3 Ready to complete

Ready to complete

Review your seftings selections before finishing the wizard.

Distributed port group:
Distributed switch:
TCPIIF stack:

vMotion:

Provisioning:

Fault Tolerance logging:
Management

vSphere Replication:

Virtual SAN:

IPv4 settings
IPv4 address:
Subnet mask:

vSphere Replication NFC:

StoragePG
FrodDSwitch
Default
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled
Enabled

192.168.70.55 (static)
2552552550

Back

Finish

Cancel

14. The Manage VMKkernel network adapters screen should now list the newly

created VMkernel (vmk) interface. Click Next to continue:
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[[Z> Add and Manage Hosts

Manage VMkernel network adapters

+~/ 1 Selecttask
Manage and assign VMkernel network adapters to the distributed switch.

+/ 2 Select hosts
+ 5 Select network adapter
v

tasks 2, Assian port group #” Editadapter 3 Remove wh Resetchanges @@ View seftings
Manage physical network .
adapters Hast/ el Ne 14 In Use by Switch Source Port Group Destination Port Group
5 Manage Vhkernel network v [ esx04.vdescribed.lab
IIpiE - On this switch
T LT TR vmk2 (new) J ProdDSwitch - StoragePG
7 Ready to complete + On other switches
vmk0 vSwitch Management Netwaork Do not migrate
[ vmk1 vSwitch1 WVSAN Interface Do not migrate
vmk3 DevSwitch01 DEVKERGROUPO1 Do not migrate
Back Next Cancel

15. On the Analyze impact screen, review the impact. If it indicates No impact, then
click Next to continue:

[[7> Add and Manage Hosts (?)
v 1 Selecttask Analyze impact
Review the impact this configuration change might have on some network dependent services.
~ 2 Select hosts
v 3 tsﬂi:\::lnetwork LT Overall impact status: @ Mo impact
v g M:“ﬂtge physical network Host / Impart Analysis per Service 14 Status
adapters
5 Manage Vilkemel network ~ [g esx04vdescribed.lab
adapters iSCSl & Noimpact
6 Analyze impact
7 Ready to complete
Back Next Cancel

16. On the Ready to complete screen, review the settings and click Finish.
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17. Switch to the Hosts and Clusters view using the key combination Ctrl + Alt + 2,
select the ESXi host the VMkernel interface was created on, and navigate to
Configure | VMKkernel adapters to view the newly created interface:

[ esx04.vdescribedlab [, =

[ [0 [ | gk Actions ~

Getting Started Summary  Monitor | Configure | Permissions VMs Datastores Networks Update Manager

“ VMkernel adapters

» Storage P . .
D&/ X O
w» Networking

Device Network Label Switch IP Address TCP/IP Stadk
e o [E vmk0 | @ ManagementNetw.. fIf vSwitcho 192.168.70.99 Default
[ vmk1 @ VSAN Interface f1f vawitch 192.168.70.77 Default
Physical adapters [E vmk3 & DEVKERGROUPO1 i} DevSwitch01 192.168.200.25 Default
TCPAP configuration ' [EE vmk2 StoragePG @= ProdDSwitch 192.168.70.55 Default

Advanced

18. To verify whether the VMkernel interface has been configured correctly, try
pinging its gateway using the following command syntax:

vmkping -I <vmk adapter> <Gateway IP Address>

Creating a vSphere Distributed Switch
backup

It may become necessary to back up your dvSwitch configuration so that it can be restored
when required. One of most common use cases is to back up (export) dvSwitch
configuration before implementing a change. Backing up and restoring a dvSwitch is quick
and easy and saves time that would otherwise be spent in the back up/restore of the
vCenter or its database.

How to do it...

The following procedure will help you back up/export the configuration of a dvSwitch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Right-click on the desired dvSwitch, go to Settings, and click on Export
Configuration...:
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A &= Actions - ProdDSwitch
DPontGrou
&’” P . Distributed Port Group ’
anagemen
ﬁ; ; gVH . [[Z> Add and Manage Hosts...
ro
%F’rodE)Slv_itch DVUplinks &2 Migrate VMs to Another Netwark...
2 StoragePG Upagrade ’ |
Settings o » | gm Edit Settings...
Move To... Edit Private VLAM...
Rename... Edit MetFlow...
Tags & Custom Attributes » Edit Health Check..
Alarms ; Export Configuration... C
Restore Configuration...
¥ Delete r T
L

3. In the Export Configuration window, you are allowed to either export dvSwitch
along with the port groups or just the dvSwitch. Choose the desired option,

supply an optional description, and click OK.:

7 ProdDSwitch - Export Configuration 9

() Distributed switch and all port groups
(_) Distributed switch only

Configurations to export:

Backup of ProdDSwitch - Site A Datacemerl

Description:

Q. o)

|

4. On the Confirm Configuration Export dialog, click Yes to confirm the action:

Confirm Configuration Export

/. The distributed switch configuration has been exported
(=) successfully. Do youwantto save the exported file?

[_No |

Yes

[253]



Using vSphere Distributed Switches Chapter 7

5. Choose a hard disk location on the client machine to save the backup file and
click Save:

Select location for download by vesa6501.vdescribed.lab x|

Save'n:l |, Backups ° j @' _’ - "'

Name = | -| Date modified | +| Type [~
g— Mo items match your search.
Recent Places

.

Desktop

Libraries

iig!

Computer

1| i
File name: 0 Prod D Switch Blup j Save
Save as type: INI Files (*) j Cancel |

Warning: This file may be an executable program or contain malicious content, use caution
before saving or opening.

A

6. You should see an Export configuration of the entity task complete successfully
in the Recent Tasks pane.

How it works...

The backup taken is a snapshot of the current dvSwitch configuration. The ZIP archive
created will contain the dvSwitch data in binary format. However, the ZIP archive does
contain a data.xml file with dvSwitch metadata:
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<?xml version="1.0" encoding="UTF-8" standalone="yes" 7>
- «ns1:Envelope xmins:ns1="http:/ /vmware.com/vds/envelope/1">
- <nsl:References>

<ns1:File :id="file0" ns1:href="data/50 Ob 18 cD ec 3c 42 ce-53 06 4d 04 2c ad 7a f5.bak" />
<ns1:File ata/dvportgroup-123.bak" /> Contents of the
<ns1:File ata/dvportgroup-122.bak’ />

data.xml file

<ns1:File
«ns1:File
<ns1:File
</nsl:References>
- «nsl:AnnotationSection>
<nsl:Annotation kup of Pr i - SIte A </nsl:Annotations
«nsl:CreateTime>2017-05-06T17:41:08.8257 </ns1:CreateTime>
</ns1:AnnotationSections
- «ns1:DistributedSwitchSection=
<ns1:DistributedSwitch nsi:id="dvs-108" nsi:fileRef="
nsl:numberOfUplinks="4" ns1:numberOfResourcePool
</ns1:DistributedSwitchSection>
- «nsi:VlanSection>
=nsl:VlanAccess nsl "access_0'" nsl:vlan="0" />
— «ns1:VlanTrunk nsizid="trunk_0-4094_">
<nsl:VlanTrunkRange nsl:start="0" nsl:end="4094" />
</ns1:VianTrunk>
</nsl:vVlanSection>
- «ns1:DistributedPortGroupSection>
<ns1:DistributedPortGroup ns1:id="dvportgroup-123" ns1:name="StoragePG" ns1:configversion="1" ns1:fileRef="file1" ns1:type="standard" ns1i:binding="static’ ns1:allocation="elastic"
nsl:vlanRef="access_0" />
<ns1:DistributedPortGroup ns1:id="dvportgroup-122" ns1:name="ManagementPG" ns1:configVersion="2" ns1:fileRef="file2" nsi:type="standard’ nsi:binding="static" ns1:allocation="elastic"
nsi:vlanRef="access_0" />
<nsl:DistributedPortGroup ns1:id="dvportgroup-109" ns1:name="ProdDSwitch-DVUplinks-108" ns1:configversion="2" ns1:fileRef="file3" ns1:type="uplink" ns1:binding="static"
nsi:allocation="fixed" nsi:vlanRef="trunk_0-4094_" />
<ns1:DistributedPortGroup ns1:id="dvportgroup-110" ns1:name="DPortGroup” nsi:configVersion
nsl:vianRef="access_0" />
<ns1:DistributedPortGroup nsl:id="dvportgroup-121" nsl:name="Prod_VM_PG" nsl:configversion="1" ns1:fileRef="file5" nsi:type="standard" ns1:binding="static" ns1:allocation="elastic"
nsi:vianRef="access_0" />
</ns1:DistributedPortGroupSection=>
</nsl:Envelope:

ata/dvportgroup-109.bak’ />
ata/dvportgroup-110.bak’ />
*file5" ns1:href="data/dvportgroup-121.bak’ />

led" nsi:name="ProdDSwitch" nsi:uuid="50 0b 18 c0 ec 3c 42 ce-53 06 4d 04 2c ad 7a f5" nsi:configVersion="11"
0" nsl:version="6.5.0" />

" nsi:fileRef="file4" nsi:type="standard" nsi:binding="static" nsi:allocation="elastic"

This backup ZIP archive can be used to restore the dvSwitch configuration or to create a
dvSwitch in a new data center.

Restoring dvSwitch from a backup

The fact that we can create a backup of a dvSwitch enables the ability to restore its
configuration from a backup. The restore functionality is particularly useful when the
changes made to a dvSwitch have yielded undesired results.

How to do it...

The following procedure will help you restore dvSwitch from a backup:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.
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2. Right-click on the desired dvSwitch, go to Settings, and click on Restore

Configuration...:
A (&= Actions - ProdDSwitch

2 DPaortGrou

I'1anagemepntF'G Distributed Port Group b

I;rod W PG [ Add and Manage Hosts...

= VIVl

58 ProdDSwitch-DVUplinks-108 &2 Migrate VMs to Another Network...

£ StoragePG Upgrade 4 .
Settings o »  @a EditSettings...
Mave To Edit Private VLAN...
Rename Edit NetFlow...
Tags & Custom Attributes » Edit Health Check...

- ! . n
hecent Tasks j Alarms » Export Configuration...
Restore Configuration... C
3 Delete —_

3. In the Restore Configuration window, browse and select the backup file to
restore from and choose to either restore dvSwitch and its port group settings or
just the port group. Once you have made the desired choice, click Next to
continue:

@ ProdDSwitch - Restore Configuration (2) »

vEEE T ) Restore switch configuration

Restore distributed switch from a file.
+ 2 Ready to complete

@ Restoring a distributed switch backup will overwrite the setings ofthe switch and its port aroups. Port groups that are not
part of the backup will be retained

Select a distributed switch backup file

‘:’ Browse ‘

) Restore distributed switch and all port groups
() Restore distributed switch only

Next Finish Cancel

[ 256 ]



Using vSphere Distributed Switches Chapter 7

4. On the Ready to complete screen, review the Import settings and click Finish to
perform the restore:

@ ProdDSwitch - Restore Configuration 2?) M

Ready to complete
Review your seftings selections before finishing the wizard.

" 1 Restore switch configuration

v
Import settings
File name: ProdDSwitchBkup.zip
Switch name: ProdDSwitch
Switch version: 6.5.0
Mumber of port groups 5
Mumber of uplinks: 4
Mumber of network resource 0
pools:
Motes Backup of ProdDSwitch - Slte A Datacenter

Back Finish Cancel

5. You should see an Import configuration of the entity task complete successfully
in the Recent Tasks pane.

Creating or importing a dvSwitch from a
backup

It is possible to import a dvSwitch into a data center from a configuration backup. Unlike
the restore operation, which can only be done on a dvSwitch, the import operation can be
performed on a data center with or without existing Distributed Switches in them. This
functionality comes in handy if you want to create a similar dvSwitch in a different data
center.

Refer to the Creating vSphere Distributed Switch backup recipe to learn how to back up a
dvSwitch.
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How to do it...

The following procedure will help you create or import a dvSwitch from a backup. It can be
done from any of the inventory views listing the data centers:

1. Right-click on the desired data center, go to Distributed Switch, and click on
Import Distributed Switch...:

Actions - Site B
Add Host...
% New Cluster...

Mew Folder » |

| Distributed Switch ob = New Distributed Switch...

New Virtual Machine (3 Bl Import Distributed Switch..| G
8] New vApp from Library...
¥4 Deploy OVF Template...

Type

2. In the Import Distributed Switch wizard, select Browse... and select the backup
(.zip) file and click Next to continue. You may choose to Preserve original
distributed switch and port group identifiers if required:

{1 Site B - Import Distributed Switch (2 »
)

1 Import switch configuration Import switch configuration

Import distributed switch from a local file.
2 Ready to complete

Select a distributed switch backup file

‘, Browse... |

| .EI Preserve original distributed switch and port group identifiers

Choosing this will
retain the original

dvSwitch and
dvPortGroup names

Next Cancel

Read the How it works... section of this recipe to learn more about the
preserve option.
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3. On the Ready to complete screen, review the Import settings and click Finish to
perform the import:

Ready to complete
Review your settings selections before finishing the wizard.

" 1 Import switch configuration

M > reaiy o compcte ]
Import settings
File name: ProdDSwitchBkup.zip
Switch name: ProdD3Switch
Switch version: 650
Mumber of port groups 5
Number of uplinks: 4
Number of network resource 0
pools:

Back Finish Cancel

4. You should see an Import configuration of the entity task complete successfully
in the Recent Tasks pane.

How it works...

If we select the Preserve original distributed switch and port group identifiers option and
the vCenter managing the data center that the dvSwitch is being imported to has a
dvSwitch with the same name, then that dvSwitch or its port groups are not deleted.
Instead, the information from the backup file is merged and updated with the existing
dvSwitch.

If we do not select the Preserve original distributed switch and port group identifiers option
and the vCenter managing the data center that the dvSwitch is being imported into has a
dvSwitch with the same name, then that dvSwitch or its port groups are not deleted, but a
new dvSwitch with the configuration from the backup file is created. For example, if the
data center had a dvSwitch with the name ProdDSwitch, then the new dvSwitch will be
called ProdDSwitch (1).
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Configuring security, traffic shaping,
teaming, and failover on a dvSwitch

As discussed in the previous chapter, the security, traffic shaping, teaming, and failover
mechanisms function identically on both types of switches—standard or distributed.
However, the Distributed Switch offers enhancements to traffic shaping and teaming
methods. In this recipe, we will learn to configure all these settings on a dvSwitch. We will
also learn how these settings impact network traffic.

Getting ready

Before you decide on the required setting, it is essential to understand how they work.
Hence, I would recommend reading the How it works... section of this recipe before you
start to configure them. Also, keep in mind that these settings cannot be configured directly
on a dvSwitch, it can only be done on a dvPortGroup or a dvPort.

How to do it...

The following procedure will help you configure the security, traffic shaping, teaming, and
failover on a vSphere Distributed Switch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Right-click on the desired dvPortGroup and click on Edit Settings...:

= StoragePG

~ [[5 Site B

Actions - StoragePG

¢ Edit Seffings...

Export Configuration...
Restore Configuration...

Rename...
Tags & Custom Aftributes »

Add Permission...
Alarms »

o Delste
[ |
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3. In the Edit Settings window:

1. Use the Security screen to accept or reject Promiscuous mode, MAC
address changes, and Forged transmits:

% StoragePG - Edit Settings

General

Promiscuous mode: [Reject |~
BATETEED MAC address changes: | Reject | - |
Forged transmits: | Reject | - |
Traffic shaping
VLAN

Teaming and failover
Monitoring
Traffic filtering and marking

Miscellaneous

2. Use the Traffic shaping screen to configure ingress and egress traffic
shaping settings:

<% StoragePG - Edit Settings

General Ingress traffic shaping

Advanced —_———
Status: | Disabled [ -]

Security r 4

Average bandwidth (kbit/s):

! Peak bandwidth (kbit's): ~ qoooo0 .

0oooon
VLAN :

eI e T Burst size (KB): 102400

Monitoring Egress traffic shaping

Traffic filtering and marking

Status:
Miscellaneous

Average bandwidth (kbit/s):

Peak bandwidth (kbit/s):

Burst size (KB):

102400

o Traffic shaping policy is applied individually to each portin the port group.
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3. Use the Teaming and failover screen to configure Load balancing
policies, Network failure detection method, enable or disable Notify
switches, choose a Failback method, and configure the failover order:

% StoragePG - Edit Settings

General Load balancing: | Route based on originating virtual port | -4 |
Advanced Network failure detection: | Link status only -]
Security Notify switches: [ ves -]
Traffic shaping Failback: [ ves |~ )
VLAN

eaming and fallover < . T G

Monitoring
Traffic filtering and marking Active uplinks
Miscellaneous Uplink 3

Uplink 4
Standby uplinks
Unused uplinks

Uplink 1

Uplink 2

Select active and standby uplinks. During a failover, standby uplinks activate in the order specified above.

4. Once the desired settings have been configured, click OK to apply the changes
and to close the Edit Settings window.

How it works...

Before we delve deeper into each of the settings, let's compare and contrast them for both
vSphere Standard and Distributed Switches:

[262]



Using vSphere Distributed Switches

Chapter 7

Category vSwitch dvSwitch
* Promiscuous mode * Promiscuous mode
Security * MAC address changes * MAC address changes
* Forged transmits * Forged transmits
* Outbound (egress) traffic only * Both inbound (ingress) and
. outbound (egress) traffic
. . * Average bandwidth .
Traffic shaping . * Average bandwidth
* Burst size « Burst size
* Peak bandwidth « Peak bandwidth

Teaming and

* Load balancing

* Route based on originating
virtual port

* Route based on IP hash

* Route based on source MAC

* Load balancing

* Route based on originating virtual
port

* Route based on IP hash

* Route based on source MAC hash

failover hash * Route based on physical NIC load
* Use explicit failover order * Use explicit failover order
* Failover detection * Failover detection
* Failover order * Failover order

Security

The security policies behave the same on both switch types. The vSphere Distributed Switch
allows for an additional level of granularity by making the same settings configurable at the
dvPort level. For this to work, the dvPortGroup should be configured to allow dvPort level
policy overrides. With a vSphere Standard Switch, security settings can only be applied at
the port group level.

There are three security settings that can be either set to Accept/Reject:

¢ Promiscuous mode
¢ MAC address changes
¢ Forged transmits

All three settings are set to Reject by default and we will learn why.
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Promiscuous mode

Promiscuous mode, if configured to Accept on a port group, will allow all the virtual
machine vNICs connected to that port group to see all the traffic on the vSwitch or
dvSwitch. Since this is not an advisable configuration, it is set to Reject by default. When set
to Reject, the vNICs can only see traffic destined to their MAC address. This mode is
usually enabled on a port group with one or more network monitoring VMs, so that they
can analyze the traffic on the vSwitch or dvSwitch. Such VMs are configured in a separate
port group that sees traffic from a particular subnet it needs to monitor. By doing so, you
are enabling promiscuousness on only those network monitoring VMs.

With a dvSwitch, the need for a separated port group can be avoided by overriding the
dvPortGroup settings at the dvPort to which the analyzer VM's vNIC is connected.

MAC address changes and forged transmits

Every virtual machine has two MAC addresses by definition. The MAC address that is
assigned to the vNIC of a virtual machine when the vNIC gets created is called the initial
MAC address. The MAC address that a guest operating system configures for the network
interface it detects is called the effective MAC address. The effective MAC address should
generally match the initial MAC address (which is actual MAC on NIC):

e MAC address changes apply to the traffic entering a virtual machine from the
virtual switch. If MAC address changes are set to Accept, then it means that you
allow the virtual machine to receive traffic originally intended for another VM, by
impersonating the other VM's MAC address. For example, if VM-A wanted to
receive traffic intended for VM-B, then VM-A will need to present itself with a
MAC address belonging to VM-B. This is usually achieved by changing the
effective MAC address (OS level). Such a VM's initial MAC address will remain
unchanged. With MAC address changes set to Accept, the virtual switch will
allow the effective MAC address to be different from the initial MAC address.
With MAC address changes set to Reject, the port/dvPort to which the vNIC is
connected will be blocked, consequently the VM will stop receiving any traffic.

e The Forged transmits setting applies to the traffic leaving a virtual machine and
entering a virtual switch. If set to Accept, it allows source MAC address spoofing,
meaning, a virtual machine will be allowed to send out frames with a source
MAUC address that is different from the initial/effective MAC address. With the
option set to Reject, the virtual switch will drop the frame with a MAC address
that does not match the initial/effective MAC address.

Both MAC address changes and Forged transmits are set to Reject by default.
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Traffic shaping

Both virtual switches (vSwitch or dvSwitch) include a traffic shaper that enables control of
network transfer rates. The only difference is that the traffic shaper on the vSphere Standard
Switch can only handle the egress traffic, but the vSphere Distributed Switch can handle
both ingress and egress.

Anything that leaves a virtual switch (standard or dvSwitch) is egress, and anything that
enters a virtual switch (vSwitch or dvSwitch) is ingress. The ingress source can either be a
vNIC or a VMK interface.

VMware cannot control what happens beyond the host's physical network adapter
boundaries. Hence, the traffic flow that the traffic shaper can control is the flow
(ingress/egress) between the virtual machines/VMkernel interfaces and the virtual switch:

VNIC or VMkernel Interface Virtual Switch <—>m

Physical Switch

Figure: Ingress/Egress Traffic Direction

The traffic shaper does its job by controlling three parameters that affect any network
traffic:

e Average bandwidth
e Peak bandwidth
e Burst size

Now, let us go through each of the preceding points:

¢ The average bandwidth is the average transfer rate at which the virtual switch
can send traffic. It is measured in kilobits per second (kbps). The value is
normalized over time.

¢ The peak bandwidth is the maximum transfer rate that the virtual switch is
allowed to perform at. It is measured in kbps. This limit cannot be breached.
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e Burst size is a tricky concept to understand. Although specified in kilobytes (KB),
it is actually the effective amount of time (measured in seconds) that the virtual

switch is allowed to perform at the maximum transfer rate.

¢ The effective amount of burst time is calculated using the following formula:

Effective burst time = (Burst size in kilobits)/(Peak bandwidth value in kbps)

e Let's take an example so as to better understand how the effective burst time is
arrived at. If you were to set the peak bandwidth value to 4,000 kbps, the average
bandwidth to 2,000 kbps, and the burst size to 2,000 KB then you are allowing the
virtual switch to perform at the maximum transfer rate of 4,000 kbps lasting no

more than 4 seconds in time.

e Here is how the value is arrived at:
e Burst size in KB to be converted to kbits by multiplying the value

by 8. In this case, it is 2,000 KB * 8 = 16,000 kbits.

e Now, by applying the formula 16,000 kbits/4,000 kbps = 4 seconds.

Teaming and failover

Virtual machine workloads share not only the compute and storage resources on an ESXi
server, but the physical network interfaces as well. There are physical limits on how well
these network interfaces can serve the bandwidth needs of the virtual machines using them.

More importantly, not every virtual machine has the same network workload

characteristics. Hence, it becomes extremely critical for the virtual switches to have network
load distribution, load balancing, and failover capabilities.

Let's begin by comparing the teaming and failover capabilities of both the switch types:

Teaming methods vSwitch | dvSwitch
Route based on originating virtual port ID | Yes Yes
Route based on source MAC hash Yes Yes
Route based on IP hash Yes Yes
Load based teaming No Yes
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Failover methods vSwitch | dvSwitch

Use Explicit failover order | Yes Yes

Route based on the originating virtual port, With this mechanism, every virtual port to
which a vNIC connects is associated with an uplink (vmnic) in a round-robin fashion. This
means that, if there were only two physical uplinks—vmnic-A/dvUplink-A and vmnic-
B/dvuplink-B, and four virtual ports—Port1, Port2, Port3, and Port4, then Portl, and Port3
will be associated with vmnic-A/dvUplink-A and Port2, and Port4 will be associated with

vmnic-B/dvUplink-B:

VNIC or VMkernel “\\

VNIC or VMkernel

VNIC or VMkernel ,.

VNIC or VMkernel

Figure: Round Robin Distribution of Ports

‘ Uplink-A or dvUplink-A

Uplink-B or dvUplink-B

Once associated, the uplinks will be used for traffic unless there is an uplink failure, a
VMotion, or a power-cycle of the VM. This is the default load balancing mechanism chosen

for both vSwitch and dvSwitch:

¢ Route based on source MAC Hash: This is a deprecated method of load

balancing. An uplink is chosen based on the source MAC address of the frames

that enter the virtual switch.
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¢ Route based on IP Hash: This method uses the combined hash value of the
source and destination IP addresses to choose an uplink. The physical NICs must
be in the same link aggregation group. If the physical NICs are cabled to different
switches then those switches should be stacked. The route based on the IP hash is
particularly useful if there are multiple source and destination IP addresses to
calculate hashes from. For instance, if you have a web server virtual machine
with clients from a different subnet then such a combination is an ideal candidate
for the route based on the IP hash algorithm.

¢ Load Based Teaming (LBT): This load balancing mechanism is only available on
a dvSwitch. Unlike the other methods, this offers true load balancing. The other
methods only offer the distribution of the physical adapter assignments based on
their algorithms. With LBT, the initial assignment is done in a round-robin
fashion, but from then on, the physical adapters are monitored for load
saturation. If any of the physical adapters hit a saturation threshold of 75% that
persists for over 30 seconds, then some of the traffic is relocated to another
unsaturated physical adapter.

e Use explicit failover: This is not a load balancing or distribution method; instead,
it uses a pre-defined failover order to use the active, available physical adapters
in the event of a failure. When you set load balancing to use explicit failover
order, all the traffic is traversed through a single physical adapter at any point in
time. If there is more than one active physical adapter, then it will choose the
adapter that has been up and active for the longest time. For instance, if vmnic1,
vmnic2, and vmnic3 are the three active uplinks, and have an uptime of 48
hours, 32 hours, and 5 minutes respectively, then vmnic1 with 48 hours of
uptime is chosen. The logic behind such a choice is to select the most stable
among the available adapters.

Network failure detection

This is used to determine the liveliness of a physical uplink. There are two mechanisms that
are used for this, and they are link status only and beacon probing. Link status only is used
to determine the connectivity status of the physical uplink, which could have encountered a
NIC failure, a cable disconnect, and so on. Beacon probing is used to determine the
following;:

e Link status only: This is used to determine the connectivity status of the physical
uplink, which could encounter a NIC failure, a cable disconnect, and so on.

¢ Beacon probing: This is used to determine upstream failure. For more
information on beacon probing, read the VMware KB article 1005577 at: https://
kb.vmware.com/s/article/1005577.
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Notify switches

Layer-2 physical switches have the ability to maintain a MAC address table, lookup table,
or CAM table. The table maps MAC addresses to switch port numbers. If there is no
corresponding entry for a frame's destination MAC address in the lookup table, the switch
will flood the frame via every switch port, other than the source port. To reduce the
occurrence of such flooding, the switch has a mechanism to learn the MAC addresses and
maintain a mapping table. It does so by reading the source MAC address information from
the frames that enter the switch. Now, when you cable the physical NICs of an ESXi host to
the physical switch ports, the switch is expected to see the MAC addresses of a number of
vNICs. The switch will only be able to add an entry into the lookup table if the VMs start to
communicate. VMware ESXi, however, can proactively notify the physical switch of the
virtual machine's MAC addresses so that its lookup table is up to date even before a VM
begins to communicate. It achieves this by sending a gratuitous ARP (seen as a RARP frame
by the switch) with vNIC's effective address as the source MAC of the RARP frame. The
RARP will have the destination MAC address set to the broadcast

address—FF :FF:FF:FF:FF:FF.

ESXi will send out an RARP under the following circumstances:

¢ When a virtual machine is powered-on: The vNIC on the VM has to be bound to
a physical NIC. The NIC chosen would depend on the load balancing policy
used. To learn more about the load balancing policies, read the load balancing
and failover section. When vSwitch assigns a physical NIC to a vNIC, ESXi will
need to send an RARP frame to enable the switch to update its lookup table with
a new physical port number mapping for the vNIC's MAC address. This is
necessary because every time a virtual machine is powered-on, it is not
guaranteed the same vINIC to PNIC mapping.

e When a virtual machine is migrated from one host to another: The vNICs of the
corresponding VM will now be mapped to a physical NIC of the destination host.
Hence, it becomes a proactive necessity to let the physical switch update its
lookup table with a new port number for the vNIC's MAC address.

e When a physical NIC fails over: The vNIC will be re-distributed among the
available active adapters. Again, it becomes necessary for the physical switch to
be notified of the new port numbers for the vNIC MAC addresses.

e LBT automatically rebinds the vNICs to different PNICs: Based on the physical
NIC load saturation levels. Since the vNIC to PNIC assignment is bound to

change, the physical switch will need to be notified of the new port numbers of
the vNIC MAC addresses.
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Failback

Setting Failback to Yes (default) will let a recovered uplink resume its active role. In other
words, a failed active uplink, when returned to normalcy, will be redesignated as the active
uplink. The impact of this configuration is dependent on the Failover Order configured.

Failover order

Uplinks to a virtual switch (vSwitch or dvSwitch) can be teamed up to control their
participation in a failover configuration, by designating them as active, standby, or unused
uplinks. This is done to provide for failover, performance, and redundancy:

¢ Active adapters are available for use in any configuration and will carry traffic

¢ Standby adapters act as the backup to active adapters and will be made active
only if any of the active adapters fail

e Unused adapters cannot be used in any configuration of the virtual switch
construct (vSwitch, standard port group, dvPortGroup, or dvPort)

Configuring VLANs on a vSphere Standard
or Distributed Switch

VLAN:Ss or Virtual LANs are a method to further divide your physical network subnet into
unique broadcast domains. It is not uncommon in a modern day IT infrastructure to host
your business workload on different VLANSs. Both the Standard and Distributed Virtual
Switches support the use of VLANs. However, they cannot be configured directly on the
switches, but only on port groups, dvPortGroup, or dvPorts.

Getting ready

Before you learn how to configure VLANSs on a Standard or Distributed Switch it is
important to know that there are four supported types:

¢ External Switch Tagging (EST): Requires no VLAN ID to be configured on the
port group (Standard or Distributed).

e Virtual Switch Tagging (VST): Requires setting a VLAN ID on the port group
(Standard or Distributed) or dvPort.
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e Virtual Guest Tagging (VGT): Requires setting a VLAN ID of 4095 on a vSphere
Standard Switch. A dvSwitch allows you to specify a VLAN ID or a range of
VLAN IDs to be trunked by the dvSwitch.

¢ Private VLANSs: Requires configuration of Private VLANs on the dvSwitch. Read
the Configuring private VLANs on a dvSwitch recipe.

How to do it...

The following procedure will help you configure a VLAN on a Standard or Distributed
Switch:

1. To be able to configure VLAN on a vSphere Standard Switch, open the Edit
Settings of the desired standard port group on a Standard vSwitch and specify a
VLAN ID:

¢ None (0): For external switch tagging:

& VM Network - Edit Settings ?

Networklabel: [V Network

Security VLAN ID: None (0) 3
Traffic shaping

Teaming and failover

e VLAN number: For virtual switch tagging
e 4095: For virtual guest tagging
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2. To be able to configure VLAN on a vSphere Distributed Switch, switch to Edit
Settings of the desired dvPortGroup and go to the VLAN screen to choose a
VLAN type:

¢ None: For external switch tagging:

% StoragePG - Edit Settings

General WLANM type: | None | * |
Advanced
Security
Traffic shaping WLAN trunking
Private VLAMN

Teaming and failover

Monitoring
Traffic filtering and marking

Miscellaneous

e VLAN: For virtual switch tagging
e VLAN trunking: For Virtual guest tagging
¢ Private VLAN: For using a Private VLAN type

How it works...

We learned where and how to configure the VLAN settings on both Standard and
Distributed Switches. Now, lets review the VLAN types in detail.

External switch tagging

The physical switch, to which the ESXi host physical NICs are cabled will do the
tagging/untagging of the layer-2 frames. The physical switch port will need to be
configured as an access port for this to work. One of the major drawbacks to this type of
implementation is that the entire vSwitch (all the port groups on it) will only handle traffic
from a single layer-2 subnet:
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Virtual Switch
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M ik (Untagged) piaiieie

Switch

Figure : Frame Flow in EST Mode
(vSwitch or dvSwitch)

In EST mode, when a virtual machine's layer-2 frame enters the vSwitch, it hits an active
uplink, which then carries the frame onto the physical switch. The physical switch's access
port will then assign a VLAN ID to it and handle the traffic switching. When a frame tries to
flow back into the vSwitch, the access port will untag the frame and send the traffic into the
vSwitch, then back to the virtual machine's vNIC.

Virtual Switch Tagging

With Virtual Switch Tagging (VST), Ethernet layer-2 frames are tagged at the virtual
switch layer. For this implementation to work, the physical NIC carrying the traffic should
be connected to a physical switch port, which is configured to trunk the necessary VLANSs.
The virtual machine or VMkernel port groups created on the vSwitch will then need to be
configured with the VLAN IDs of their respective subnets.
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This is the most common and favored implementation in most large/medium/small
environments, not just because of the flexibility it offers but also because of the fact that
most modern day blade system environments have reduced the number of physical NIC
ports on the server hardware, owing to the advent of 10 Gbps Ethernet:

B |,

Switch

Stacked
> Switches

Frame
(Tagged)

Frame
(Untagged)

Switch

BT

Switch

Port Group - PNIC
VLAN 20

Port Group - PNIC
VLAN 20

Figure : Frame Flow in VST Mode
(vSwitch or dvSwitch)

Stacked
} Switches

————— (Tagged)

Frame
M e (Untagged) gk

Switch

In VST mode, when a frame from a virtual machine enters a virtual switch, it is assigned a
VLAN number. The VLAN number should already be configured on the port group the
virtual machine is connected to. The VLAN tag will then be carried over from the active
physical NIC to the trunk port on the physical switch. When a frame enters a virtual switch
from the physical switch, it will untag the frame and then switch the frame to the virtual
machine.

Virtual Guest Tagging (VGT)

With VGT, it becomes the guest operating system's responsibility to assign VLAN tags to its
outbound traffic. The port group to which such a virtual machine is connected should be
configured with VLANID 4095 (meaning to trunk):
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In VGT mode, the VLAN-tagged traffic will flow unmodified through the virtual switch
and to the physical switch. The guest operating system is solely responsible for tagging and
untagging on the frames.

Configuring private VLANs on a dvSwitch

VLANSs provide logical segmentation of a network into different broadcast domains. Private
VLANSs (PVLANS) provide a method to further segment a VLAN into different private
groups. We can add and configure PVLANSs on a vSphere Distributed Switch. For private
VLANSs to work, the physical switches backing your environment should be PVLAN-aware.
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Getting ready

Private VLANSs should be configured on the physical switches for the configuration to
work. Contact your network administrator for the primary, community, and isolated VLAN
numbers. Here is an example of how it is configured on a physical switch. So we will
configure a primary VLAN 25, a secondary VLAN 100 in community mode, and another
secondary VLAN 50 in isolated mode:

vdescribed-1abSWl (config) #vtp mode transparent

Device mode already VTP TRANSPARENT

vdescribed-1abSWl (config-vlan) #vlan 25

vdescribed-1abSWl (config-vlan) #private-vlan primary VLAN 25 being configured as
vdescr%bed—labswl(conf?g—vlan)#private—vlan association 100,50 Primary. 100 and 50 being
vdescribed-1abSWl (config-vlan) #
vdescribed-1abSWl (config-vlan) #
vdescribed-1abSWl (config-wvlan) #vlan 100
vdescribed-1abSWl (config-vlan) #private-vlan community VLAN 100 being configured
vdescribed-1abSWl (config-vlan) # as Community and VLAN
vdescribed-1abSWl (config-vlan) #vlan 50
vdescribed-1abSWl (config-vlan) #private-vlan isclated
vdescribed-1abSWl (config-vlan) #

vdescribed-1abSWl (config-vlan) #

vdescribed-1abSWl (config-vlan) #int fa 0/1 Port 0/1 - Promiscuous ;
vdescribed-1abSWl (config-if) #switchport mode private-vlan promiscuocus Mapped Primary and Secondary
vdescribed-1abSWl (config-if) #switchport private-vlan mapping 25 100, 50RVFNNESeUEEe
vdescribed-1abSWl (config-if) #

vdescribed-1abSWl (config-if) #

vdescribed-1abSWl (config-if) #int fa0/4

vdescribed-1abSWl (config-if) #switchport mode private-vlan host Port 0/4 - host mode ; Mapped
vdescribed-1abSWl (config-if) #switchport private-vlan mapping 25 100 Secondary VLAN 100 to the part
vdescribed-1abSWl (config-if) #

vdescribed-1abSWl (config-if) #

vdescribed-1abSWl (config-if) #int fal/6

vdescribed-1abSWl (config-if) #switchport mode private-vlan host Port 0/6 - host mode ; Mapped
vdescribed-1abSWl (config-if) #switchport private-vlan mapping 25 50 Secondary VLAN 50 to the port
vdescribed-labSWlc (config-if) #

asscciated as Secondary VLANs

50 as Isolated

How to do it...

The following procedure will help you configure private VLANSs on a vSphere Distributed
Switch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Right-click on the desired dvSwitch and navigate to Settings | Edit Private
VLAN...:
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- @ ProdDSwitch

£ DPortGraup (&= Actions - ProdDSwitch
&Managementp@ Distributed Port Group 3
& Prod_VM_PG [> Add and Manage Hosts...

B8 ProdDSwitch-DVUplinks-108 &2 Migrate VMs to Another Network. .

o StorageP G Upgrade »

Edit Private VLAN_. | G

Maove To...
Rename.... Edit MetFlow...
Tags & Custom Attributes ¥ Edit Health Check...
Alarms b Export Canfiguration...
Restore Configuration...
3 Delete r i
' T

3. In the Edit Private VLAN Settings window, click Add under the Primary VLAN
ID section to add a primary VLAN ID. Click Add under the Secondary VLAN ID
section to add secondary VLANSs of the Community or Isolated type. Once done
click OK to confirm the settings:

ProdDSwitch - Edit Private VLAN Settings (7) »
Primary VLAN 1D Secondary V... VLAN Type
+, 25 Promiscuous
+. 100 Community
+V

D

Click to add Click to add

Primary VLAN IDs Secondary VLAN IDs

- Add Remaove

° OK Cancel

Add " Remaove
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4. Private VLANS, once configured, can be used with port groups. The port groups
can be configured to use any of the secondary PVLANSs created. This is done in
the Edit Settings window for a port group. The VLAN section will allow you to
set VLAN type to Private VLAN ID, and let you choose the secondary PVLAN
IDs:

% StoragePG - Edit Settings

General VLAN type: | Private VLAN -
GAVETEEL Private VLAN ID: | Promiscuous (25, .. | + |
Security Promiscuous (25, 25)

Traffic shaping Community (25, 100)

Teaming and failover

Monitoring
Traffic filtering and marking

Miscellaneous

How it works...

Now that we have learned how to configure them, let's try and understand how they work.
Private VLAN’s are not a VMware concept, but a switching concept that is in use in various
environments. For private VLANSs to work, you will need to create the primary and
secondary VLANSs on the physical switch and associate them.

A primary VLAN is a VLAN that is configured as a primary private VLAN on the physical
switch interface in promiscuous mode.

Secondary VLANSs are VLANSs that are associated to a primary VLAN. There are three types
of secondary private VLANSs:

e Promiscuous PVLAN: VMs in a promiscuous PVLAN can communicate with any
VM belonging to any of its secondary PVLANSs. The promiscuous PVLAN will
act as a gateway for other secondary PVLANSs.

e Community PVLAN: VMs in a community PVLAN can only talk among VMs in

the same community PVLAN or the promiscuous PVLAN. It cannot
communicate with VMs in any other secondary PVLAN.
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e Isolated PVLAN: VMs in an isolated PVLAN are isolated from every other VM in
the same isolated PVLAN. It can only communicate with the VMs in a
promiscuous PVLAN. There can only be a single isolated PVLAN per primary

PVLAN:
Communlty VLAN 100
Primary
VLAN 25
VM A %

) Isolated VLAN 60

Configuring LAGs on a vSphere Distributed
Switch

The Link Aggregation Control Protocol (LACP) allows the grouping of host physical
adapters and physical switch ports to form a bigger communication pipeline, increasing
availability and bandwidth. Such a pipeline is referred to as an EtherChannel. The grouping
of physical adapters or physical switch ports is called a Link Aggregation Group (LAG).

[279]



Using vSphere Distributed Switches Chapter 7

Getting ready

Creating LAGs involves physical switch configuration as well. Hence it is important to
understand the high-level procedure before learning how to create LAGs on a vSphere

Distributed Switch:

Identify LAG
participants:
Physical Nework

Adapters and the
Physical Switch Ports

Ensure that the LAG

participants have the

same Speed/Duplex
settings

Create LAGs on the
dvSwitch

Configure

dvPortGroup to use |

Active Uplink

the LAG as the only |

Configure Phsyical

Switch LAGtobein |

Dynamic(Active)
mode.

Map vmnics to the
dvSwitch LAG
interfaces

How to do it...

The following procedure will help you configure LAG on a vSphere Distributed Switch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Select the desired dvSwitch and navigate to Configure | LACP and click on the
icon Fto bring up the New Link Aggregation Group window:
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« [l SITE A DATACENTER ~ Seftings The enhanced LACP support on avSphere distributed switch lets you cof
@ AIvm PG Properties aggregation
Q DevPG Topology Migrating network traffic to LAGs
iy KO -0
€ DEV_VM_TEST +
QTest Private VLAN Ports e e
€3 VM Metwork NetFlow 2 Passive  Inherited from uplink port grod
@ VM Network 2 Port mirroring

€3 VM Netwark2

Health check

£, DPortGroup ~+ Resource Allocation
&ManagementF’G System traffic

&2, Prod_VM_PG

=8 ProdDSwitch-DVUplinks-108

22, StoragePG
iy Sife B Network Protocol Profiles
v

Hetwork resource pools

« More

3. On the New Link Aggregation Group window, supply a Name for the LAG,
configure the Number of ports to be used, set a LAG Mode, and choose a Load
balancing mode. With the desired settings in place, click OK to confirm the

settings:
New Link Aggregation Group (?)
MName: Prod_LAG E
Mumber of ports: ° 2 %
Mode: [ Passive |
Load balancing mode: | Source and destination IP address, TCP/UDP port and VLAN | - \
Source and destination IP address and VLAN i
Port policies Source and destination IP addr TCPMUDP portand VLAN - H

You can apply VLAN and NetFl Source and destination MAC address
Unless overridden, the policieg Source and destination TCP/UDP port
Source port 1D

VLAN type: VLAN =
VLAN trunk range:
NetFlow: Override

g OK& Cancel
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4. The LACP page should now list the newly created LAG. Click on Migrating
network traffic to LAGs:

= ProdDSwitch & [ 42 ¢ | {chAdions v

Getting Started  Summary r\-10nit0r|{:onﬂgure|F'errnissiuns Ports Hosts  VMs  MNetworks

“ LACP
v Seftings The enhanced LACP support on a vSphere distributed switch lets you connect
Properties aggregation.
Topology | Migrating network traffic to LAGS o
Private VLAN LAG Neme  Ports Mede VLAN
NetFlow lag1 2 Passive  Inherited from uplink port group
Port mirroring ~ Prod_LAG 2 Passive Inherited from uplink port group

Health check

5. Follow the instructions on the Migrate Network Traffic to Link Aggregation
Groups window to unobtrusively migrate the traffic to the LAG interfaces. The
window provides direct links to the Manage Distributed Port Groups and the
Add and Manage Hosts wizards:

e Make the LAG a standby uplink for the dvPortGroup:

Failover order

t34a
Uplink 1
Uplink 2
Uplink 3
Uplink 4

Standby uplinks
[@ Prod_LAG

Unused uplinks

[@ lag1
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¢ Assign correct physical adapters (vmnics) to the LAG interfaces:

Manage physical network adapters
Add or remove physical network adapters to this distributed switch.

& A=sign uplink 3¢ Unassign adapter @ View settings
Host'Physical Metwork Adapters 1 a In Use by Switch Uplink Uplink Port Group
+ [J esx04vdescribed.lab

« 0Onthis switch

vmnicl ProdDSwitch Uplink 2 ProdDSwitch-DVUplink...

vmnic3 ProdDSwitch F'rod_LJ\G%J] ProdDSwitch-DVUplink...

vmnic4 ProdDSwitch Prod_LAG-1 J ProdDSwitch-DVUplink...
= 0On other switchesfunclaimed

vmnicO wSwitch0 - -

vmnic2 DevSwitch01 = =

vmnics DevSwitch01 - -

e Set the LAG as the only Active uplink for the dvPortGroup:

Failover order

T+ ¥
Active uplinks 1
& Prod_LAG | o
Standby uplinks
Unused uplinks
Uplink 1
Uplink 2

Uplink 3
Uplink 4

6. You have now successfully configured the use of LAG on your vSphere
Distributed Switch.
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How it works...

We learned how to create and use a LAG on a vSphere Distributed Switch. Keep in mind
that configuring LAGs on the dvSwitch alone will not create an Etherchannel. It would
require you to configure LAGs on both the dvSwitch and the physical switch to form an
EtherChannel:

E 1/0/3 » PNIC6 - » LAG-0

» PNIC7 |« » LAG-1

e

Physical Switch ESXi Host LAG

Figure: LACP - Infrastructure Wide Configuation Layout

You can configure up to a maximum of 64 LAGs on a dvSwitch of version 5.5 and above.
Prior to dvSwitch 5.5, we were allowed to create only a single LAG per dvSwitch.

As with vSphere 6.5, each LAG can have up to 32 LAG ports, meaning, from a dvSwitch's
perspective, every participating ESXi can have up to 32 physical NICs mapped to a single
LAG.

LACP LAGs operate in two modes—active (dynamic) and passive (static). In dynamic
mode, the LAG is in an active mode sending LACP PDUs negotiating LACP status and
configuration. In static mode, the LAG is in passive mode waiting on LACP PDUs from the
active LAG. At least one of the LAGs in an EtherChannel should be in active mode for the
LACP to work.

Prior to dvSwitch 5.5, VMware supported the use of LACP (static mode), but starting with
dvSwitch 5.5, support for the dynamic link aggregation group was enabled.
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Creating user-defined network resource
pools

Network I/O Control (NIOC) has the ability to detect system traffic type and control its
bandwidth usage based on shares, reservations, and limits.

There are nine system traffic types as shown in the following list:

e Fault tolerance traffic

¢ Management traffic

e NFS traffic

¢ Virtual machine traffic (this needs to be enabled)
e Virtual SAN traffic

e iSCSI traffic

» vMotion traffic

¢ vSphere data protection backup traffic

e vSphere replication traffic

System traffic types don't have any reservations by default. However, we are allowed to set
a reservation on each of the traffic types by editing their settings.

User-defined network resource pools allow further segregation and control over the VM
traffic detected by the NIOC. In this recipe, we will learn how to create one.

[285 ]



Using vSphere Distributed Switches

Chapter 7

Getting ready

Network I/O Control is Enabled by default when you create a dvSwitch. If you had chosen
to disable it at the time of creation, then you should enable NIOC to make use of the
network pools. NIOC can be enabled from the Edit Settings page of a dvSwitch:

i@ ProdDSwitch - Edit Settings

General VNS

Ad d
vance Number of uplinks

Number of ports:
MNetwork /0 Control:

Description:

[ProdDswitch

4 % Edit uplink names
46

| Enabled |~ jfi

| ok || cancel

How to do it...

The following procedure will help you create User-defined Network Resource Pools:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Select the desired dvSwitch and navigate to Configure | Network resource pools
and click on Reserve Bandwidth for virtual machine system traffic...:

4 Back

o & 8 Q

v (5] vesaB501.vdescribed lab

“

Gefting Started  Summary M

IConfigure | Permissions Porls Hosts VMs  Networks

To create network resource pools, configure bandwidth resenvation for vitual maching system traffic first

Navigator X | cProdDswitch | £, & [} &2 e | (BhAcions -

it
"

i  Settings Reserve bandwidih for virtual machine system traffic.
QaIvmPe Properties T | Banawith capacy 4.00 Gbit's
Qoevre Topology i 0.00 Gaivs Virtual machine traffic resenvation:  —
& DEV_NETWORK oGE
QDEV_VM_TEST Configured reservation @ 0.00 Gbitis
@ Test DRt LA Granted quota 0.00 Gbitis
6 VM Netwark i B Virtual machin reservation 0.00 Goitis
@ VM Network 2 Port mirroring
& o g Unused quota 000 Gbils
N
2 DForiGroup « Resource Allocation ]
& ManagementPG System traffic T P [——
&Prod VU_PG Network resource pools | JRiSAtEemey
5 ProdDSwitch-DVUplinks-108 ~ More
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3. On the Edit Resource Settings for Virtual Machine Traffic window, leave the
Shares value at High and set a Reservation. This reservation is a bandwidth
reservation per physical NIC. In this case, it is being set to 500 Mbps:

ProdDSwitch - Edit Resource Settings for Virtual Machine Traffic (7)
Mame: Virtual Machine Traffic

Description: Virtual Machine Traffic Type

Shares: | High |v | -

Reservation: G 500 |v| | Mbitrs |v|

Max. reservation: 750 Mbit's
Limit G |v| | moit's |+ |

Max. limit: 1,000 Mbit's

Q[?K | [ cancel |
I

4. The Configured reservation will now be equivalent to the total number of
participating physical NICs multiplied by the bandwidth reservation per NIC. (In
this case, 500 Mbps x 4 vmnics = 2 Gbps). It is from this unused reservation quota
that you can further divide the reservation among the network resource
pools. Click on the < icon to bring up the New Network Resource Pool window:

(= ProdDSwitch & [ #2 g | {hAcions ¥

Getting Started  Summary

il
I‘

Monitor ‘ Conﬁgure| Permissions Ports  Hosts  VMs  Networks

“

~ Settings
Properties
Topology
LACP
Private VLAN
NetFlow
Port mirroring
Health check

~+ Resource Allocation

System traffic

Network resource pools

| } Bandwidth capacity: 4.00 Ghit/s
G 20UChiE Virtual machine traffic reservation: 500 Mbitis
Configured reservation 2.00 Ghit's
Granted quota 0.00 Ghit's Bandwidth reservation
I Vvirtual machine reservation 0.00 Ghitl's foriisialMachine:
traffic type
Unused quota 2.00 Gbit's
o
©
Mai 1 4 Reservation Quota

This listis empty
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5. On the New Network Resource Pool window, supply a Name, an optional
Description, and the Reservation quota in Mbps or Gbps. Here we have reserved

1 Gbps (1,000 Mbps):
ProdDSwitch - New Network Resource Pool (?)
Mame: °|F'r0d_RF'
Description:

Reservation quota; °|| 1000 ‘vl | Mbit/s |v|
Max. quota: 2,000 Mbit's

° OK.“r][ Cancel ]

6. Now you could assign the NRP to the desired dvPortGroup. Click Edit Settings
of the desired dvPortGroup and choose the Network resource pool to be used:

5 Prod_VM_PG - Edit Settings

General [V [Prod_W_PG
BICEIEED Port binding: [ static binding [+
Security X . -

Port allocation: | Elastic | -]
Traffic shaping )

O Elastic port groups automatically increase or decrease the number of ports as needed.

VLAN -

Mumber of parts: 8 F
Teaming and failover § —

. Network resource pool | Prod_rP | v |

Monitoring 1

Description: (default)

Traffic filtering and marking

Miscellaneous

With this configuration, the dvPortGroup is guaranteed to receive the reserved bandwidth
regardless of the bandwidth needs of other virtual machine traffic.

[288]



Using vSphere Distributed Switches Chapter 7

How it works...

These user-defined network resource pools can be associated with any dvPortGroups with
virtual machines mapped to them. Such custom resource pools can only be used to set
bandwidth reservations in Mbps. Reservations are always met, and any leftover bandwidth
is allocated to different traffic types based on the relative share values.

There's more...

The configuration of NetIOC has been hugely simplified with the introduction of
reservations. However, shares also play a very critical role in allocating unreserved
bandwidth among the contenders based on the share values.

We will try to understand how shares work by way of an example.

For instance, the default share value configuration of medium (50) for the traffic types
vMotion, management, and vSphere replication assumes the following:

o All three traffic types have to be configured to use an uplink that has a
bandwidth of 10 Gbps

e Since each of the traffic types has a share value of 50, the cumulative share value
for all three traffic types is 150 on the uplink

¢ During contention, each of the traffic types will get (50/150) *100 = 33% of the
total bandwidth

¢ That translates to 33% of 5,000 Mbps, which is approximately 1.6 Gbps for each
traffic type

Using port mirroring on a vSphere
Distributed Switch

Port mirroring is a functionality that allows cloning of vNIC network traffic to another port
or uplink (destination) on the dvSwitch. This is particularly useful when you have a packet
analyzer or Intrusion Detection System (IDS) deployed on the network. Port mirroring can
only be enabled on a vSphere Distributed Switch and not on a vSphere Standard Switch.
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Getting ready

Before you learn how to configure port mirroring it is important to have an good
understanding of the mirroring methods and the supported source/destinations.

The following table compares the select source/destination options available based on the
mirror session types, which will help you decide on the correct type of mirror session
required:

o . Available sources | Available destination

Mirroring session type
type type

Distributed port mirroring dvPorts dvPorts
Remote mirroring source dvPorts Uplinks
Remote mirroring destination VLAN ID dvPorts
Encapsulated remote mirroring (L3) dvPorts P Address
source
Distributed port mirroring (legacy) dvPorts dvPorts and Uplinks

How to do it...

The following procedure will help you configure port mirroring on a dvSwitch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Select the desired dvSwitch and navigate to Configure | Port mirroring and click
New... to bring up the Add Port Mirroring Session window:
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Navigator X = ProdDSwitch = 2 & [ M2 g | {ghActons ~
4 Back
P @ 8 q |

w [ vcsab501.vdescribed.lab

~ [l SITE ADATACENTER > EEITEE D
6 AlVM PG

Getting Started  Summary rﬂun°c0nﬂgure|F'ermissiuns Ports Hosts VMs  Networks

4 Port mirroring

Properties X
Session Name Type
€ DevPe Topology This
€9 DEV_NETWORK e
€) DEV_VM_TEST
Private VLAN
€3 Test
€3 VM Network NetFlow

) VM Network2

Health check

= #m ProdD
&DF‘OHGroup + Resource Allocation
£, ManagementPG System traffic

2 Prod_VM_PG
&= ProdDSwitch-DVUplinks-108

2, StoragePG
b [Iq Site B Network Protocol Profiles

Network resource pools

- More

3. On the Add Port Mirroring Session window, select the desired session type and
click Next to continue:

Select session type
Selectthe type ofthe port mirraring session.

(=) Distributed Port Mirroring
Mirror network traffic from a set of distributed ports to other distributed pors.

(_) Remote Mirroring Source
Mirror netwark traffic from a set of distributed ports to specific uplink ports.

() Remote Mirroring Destination

Mirror netwark traffic from a set of VLANS to distributed ports.
(_) Encapsulated Remote Mirroring (L3) Source

Mirror network traffic from a set of distributed ports to remote agent's IP addresses.
() Distributed Port Mirroring (legacy)

Mirror network traffic from a set of distributed ports to a set of distributed ports andfor uplink
pors.
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4. On the Edit Properties screen configure the following settings:

Name: A string used to identify the session defined.
Status: This can be set to either Enabled/Disabled.

Normal I/O on destination ports: This will let you choose whether or
not to allow regular traffic along with the mirrored traffic on the
destination port. For instance, if the destination vINIC-assigned dvPort
is the only port in use by the VM, then you might want to allow regular
traffic on that as well.

Mirrored packet length (Bytes): This is used to set a limit of the mirror
packet length in bytes. Leave this untouched unless you have not
configured your destination monitoring tool to breakdown the packet
per its requirement.

Sampling rate: This is used to define the number of packets to be
mirrored. The default value of 1 will mirror every packet in the traffic.
If you set it to 5, then every fifth packet is mirrored.

Description: This is an optional field unless you want to use it for
notes.

Encapsulation VLAN ID: This is made available only for the remote
mirroring source session type. Since the destinations of this mirroring
type are uplinks, it is quite possible that the uplinks are trunked for a
different VLAN. Therefore, it becomes necessary to encapsulate the
frames using the uplink VLAN ID. If the source dvPorts are on a
different VLAN themselves then you could choose the Preserve
original VLAN option to doubly encapsulate the frames that are being
mirrored:
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Edit properties
Specify a name and the properties of the port mirroring session.

MName: Session 0

Status: Enabled T
Session type: Remote Mirroring Source
Encapsulation VLAN ID: 1 =

|Z| Preserve original VLAN

Advanced properties

Mormal I/0 on destination ports: Disallowed hd
Mirrored packet length (Bytes): []Enable

Sampling rate: 1 =
Description:

5. The options presented to you in the Edit Sources and Edit Destinations
screens vary depending on the type of mirroring session. Refer to the Getting
ready section of this recipe to learn about the available source and destination for

each session type.
6. On the Ready to complete screen review the settings and click Finish.

How it works...

Once Port mirroring is Enabled, all the traffic that arrives at the chosen source is mirrored
(replicated) to the desired destination.

The source can be distributed ports or VLANSs. The destination can be distributed ports,
uplinks, or IP addresses of machines running the traffic monitoring application.

There are five mirroring session types, as follows:

¢ Distributed port mirroring: This is used for replicating network traffic from one
or more distributed ports to distributed port(s), to which the vINIC(s) of the
VM(s) running the packet monitoring software are attached. This session type
will work only if the source and destination VMs are on the same ESXi host.
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¢ Remote mirroring source: This is used when the traffic analyzer is a machine
connected to one of the ports on the physical switch. This would require a
configuration change on the physical switch to mirror the traffic received on a
physical port to another physical port on the same switch to which the packet
analyzer machine is connected, or to a port on a different switch (with the help of
RSPAN VLAN).

¢ Remote mirroring destination: This is used when you want to monitor traffic in
a particular VLAN by mirroring the traffic to a VM connected to a distributed
port.

¢ Encapsulated remote mirroring (L3) source: This is used when the packet
analyzer is on a machine on a different L3 subnet. In this case, the source will be
the distributed ports and the destination will be the IP address of the packet
analyzer machine.

¢ Distributed port mirroring (legacy): This is used when we need uplinks and
distributed ports as the destination.

You can also control the maximum packet size and the sampling rate of a mirroring session
using the following:

e Maximum packet length (bytes): This is the maximum size of a packet that will
be allowed to be mirrored. The remainder of the packet will be truncated. The
default size is 60 bytes.

e Sampling rate: This determines the rate at which the packets are mirrored. The
default value of 1 will allow you to capture every single packet. If you increase
the value to 3, then every third packet will be mirrored.

Enabling NetFlow on a vSphere Distributed
Switch

NetFlow is an industry standard for network traffic monitoring. Although originally
developed by Cisco, it has since become an industry standard. Once enabled, it can be used
to capture IP traffic statistics on all the interfaces where NetFlow is enabled, and send them
as records to the NetFlow collector software. VMware supports NetFlow version 10.
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How to do it...

The following procedure will help you enable Netflow on a vSphere Distributed Switch:

1. Bring up the Networking inventory using the vSphere Web Client by using the
key combination Ctrl + Alt + 5.

2. Select the desired dvSwitch and navigate to Configure | NetFlow and click Edit:

Navigator K = ProdDSwitch &n [ @2 g | {ShActions v
4 Back Getting Started  Summary Moromgure | Permissions Pors Hosts VMs  Networks
@ ‘@I = | @ | “ NetFlow
w [dvcsaBs01 vdescribed.lab _
+ [ SITE A DATACENTER  SEIE Collector IP address: -
€ AV PG Properties Collector port: 0
@Dev PG Topology Observation Domain ID: 0
@ DEY_NETWORK LACP Switch IP address: -
€ DEV_VM_TEST ) Active flow export imeout: 60 seconds
Private VLAN
€ Tost Idle flow export timeout: 15 seconds
€ VM Network Sampling rate: 0
€3 VM Network 2 Port mirroring Process internal flows only: Disabled

€3 VM Network2
= s ProdDSwitch A

Health check

+ Resource Allocation

2 DPonGroup
£ ManagementPG System traffic
£, Prod_VM_PG Network resource pools

3. In the Edit NetFlow Settings window, supply a Collector IP address, Collector
port, Observation Domain ID, and Switch IP address. Modify the Advanced
settings if necessary. Click OK to save the settings:

Collector IP address: |192153 70.201 |

Collector port: 2055
ObsenatonDomani: 0| ©
Switch P address: 4444 i ]

Advanced settings

Active flow exporttimeout (Seconds): 60 z
Idle flow exporttimeout (Seconds): 15 z o
Sampling rate: |U %'
Process internal flows only: | Disabled | - |

Q OK Cancel |
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4. The NetFlow screen should now show the applied settings:

@ ProdDSwitch |~ 2 & [ &2 {4 Actions ~
Getling Started  Summary  Monitor | Configure | Permissions Ports Hosts  YWMs  Networks
Rt NetFlow
RIS Collector IP address: 192.168.70.201
Properties Collector port: 2055
Topology Observation Domain 1D: 0
LACP Switch IP address: 4444
. Active flow export timeout: 60 seconds
Private VLAN
Idle flow export imeout: 15 seconds
D Sampling rate: 0
Port mirroring Process internal flows only: Disabled
Health check

5. Once done, you can Enable NetFlow on individual dvPortGroups:

<% Prod_VM_PG - Edit Settings

EITSTE NetFlow: | Enabled |~ |
Advanced Disabled

Traffic shaping

VLAN

Teaming and failover

Monitoring

Traffic filtering and marking

Miscellaneous
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How it works...

NetFlow, once configured on the dvSwitch, will allow the NetFlow collector software to
capture and analyze statistics for the dvSwitch. The dvSwitch is identified by the NetFlow
collector software using the IP address that we assigned to the dvSwitch while configuring
NetFlow on it. The IP assigned to the dvSwitch doesn't give it a network identity. It is only
used by the NetFlow collector to uniquely identify the dvSwitch. If you do not specify an IP,
then you will see a separate session for the ESXi host that is a member of the dvSwitch.

Now, let's review the NetFlow settings in detail:

Collector IP address: This is the IP address of the NetFlow collector machine in
your environment.

Collector port: UDP port 2055 is the most widely used NetFlow collector port
number.

Observation Domain ID: This is the observation ID of the NetFlow collector.
This information can be obtained from the NetFlow collector machine.

Switch IP address: This is just a representative IP address and not the real one.
This doesn't make up the VDS part of any network. It only provides a unique ID
to the VDS in the NetFlow monitoring software.

Active flow export timeout: The amount of time measured in seconds that the
VDS will wait before it begins to fragment an active traffic flow and send the data
to the NetFlow monitor.

Idle flow export timeout: The amount of time measured in seconds that VDS will
wait before it begins to fragment an idle flow and send the data to the NetFlow
monitor.

Sampling rate: This value determines the number and frequency of the packet
collection. The default 0 will collect every packet. If the value is set to 5, then it
collects every fifth packet.

Process internal flows only: This is used to collect data from traffic that never
leaves an ESXi host. For instance, traffic between two VMs in the same VLAN
and the same host does not have to leave the host.
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In this chapter, we will cover the following topics:

¢ Viewing the LUNs presented to an ESXi host

¢ Viewing the datastores seen by the ESXi hosts

¢ Creating a VMFS datastore

¢ Managing the multipathing configuration of a VMFS datastore
¢ Expanding a VMFS datastore

¢ Extending a VMFS datastore

e Unmounting and detaching a VMFS datastore

¢ Mounting a VMFS datastore

¢ Deleting a VMFS datastore

e Upgrading from VMFS 5 to VMFS 6

¢ Managing VMES volumes detected as Snapshots
e Masking paths to a LUN

¢ Unmasking paths to a LUN
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Introduction

Storage is an integral part of any infrastructure. It is used to store the files backing your
virtual machines. There are different types of storage that can be incorporated into a
vSphere infrastructure, and these types are determined based on a variety of factors, such as
the type of disks used, the type of storage protocol used, and the type of connectivity used.
The most common way to refer to a type of storage presented to a VMware environment is
based on the protocol used and the connection type.

VMware supports the following types of storage based on the protocol and connection type
in use:

¢ Fiber Channel (FC) storage: This connects over the FC SAN fabric network. It
uses the FC protocol to encapsulate the SCSI commands. Hosts connect to the FC
network using an FC Host Bus Adapter (FC-HBA). At the core of the FC network
are the fabric switches that enable connecting the hosts and storage arrays to the
fiber channel network.

¢ FC over Ethernet (FCoE): This connects over an Ethernet network. Hosts connect
using a Converged Network Adapter (CNA). FC frames are encapsulated in
Ethernet frames. FCoE does not use TCP/IP for transporting FC frames. FCoE is
gaining prominence in most modern data centers implementing a converged
infrastructure.

¢ Network Attached Storage (NAS): This connects over the IP network and hence
is easier to implement in an existing infrastructure. Unlike FC and FCoE, this is
not a lossless implementation. As the SCSI commands are sent over the TCP/IP
network, they are prone to experience packet loss due to various reasons.
Although this behavior does not break anything, it will have an impact on the
performance when compared to FC or FCoE.

¢ iSCSI: Internet SCSI allows you to send SCSI commands over an IP network to a
storage system that supports the use of this protocol.

e Network File System (NFS): NFS is a distributed filesystem protocol that allows
you to share access to files over the IP network. Unlike iSCSI, FC, FCoE, or DAS,
this is not block storage protocol. VMware supports NFS version 3.

¢ Direct Attached Storage (DAS): This is used for local storage.

Keep in mind that FC, FCoE, and iSCSI are used to present block storage devices to ESXi,
whereas NFS presents file storage. The key difference here is that the block storage can be
presented in a raw format with no filesystem on it; file storage is nothing but a network
folder mount on an already existing filesystem.
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There are four other common terms that we use when dealing with storage in a VMware
environment, namely LUN, datastore, VMFS, and NFS. The following points will introduce
you to these terms and what they represent in a VMware environment:

e LUN: When storage is presented to an ESXi host, the space for it is carved from a
pool in the storage array. Each of the carved-up containers of disk blocks is called
a logical unit and is uniquely represented by a Logical Unit Number (LUN). The
concept of a LUN is used when you present block storage. It is on this LUN that
you create a filesystem, such as VMFS. vSphere 6.5 supports up to 512 LUNs per
ESXi host which is 2 x more than what was supported with the previous version.
Also, the highest possible LUN ID is now 16383 as compared to 1023 with
vSphere 6.0. However, the supported maximum size of a LUN is still capped at
64 TB.

¢ Datastore: This is the vSphere term used to refer to a storage volume presented to
an ESXi. The volume can be a VMFS volume on a LUN or an NFS mount. All files
that make up a virtual machine are stored in a datastore. With the datastore being
a managed object, most common file operations such as create, delete, upload,
and download is possible. Keep in mind that you can't edit a configuration file
directly from the datastore browser as it doesn't integrate with a text editor. For
instance, if you are required to edit a configuration file like the .vmx, then the file
should be downloaded, edited, and re-uploaded. You can create up to 512 VMFS
datastores and 256 NFS datastores (mounts) per ESXi host.

e VMEFS volume: A block LUN presented from an FC/iSCSI/DAS array can be
formatted using the VMware's proprietary filesystem called VMFS. VMFS stands
for Virtual Machine File System. The current version of VMEFS is version 6.
VMES will let more than one host have simultaneous read/write access to the
volume. To make sure that a VM or its files are not simultaneously accessed by
more than one ESXi host, VMFS uses an on-disk locking mechanism called
distributed locking. To place a lock on a VMES volume, vSphere will either have
to use an SCSI-2 reservation or if the array supports VAAL it can use an Atomic
Test and Set (ATS) primitive.

Like the previous version, VMFS version 6 supports the following:

e A maximum volume size of 64 TB
e A uniform block size of 1 MB

e Smaller subblocks of 8 KB
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An interesting improvement in VMFES 6, is automatic space reclamation using
VAAI UNMAP. This can be configured any VMFS 6 datastore.

e NFS volume: Unlike a VMFS volume, the NFS volume is not created by
formatting a raw LUN with VMFS. NFS volumes are just mounts created to
access the shared folders on an NFS server. The filesystems on these volumes are
dependent on the type of NFS server. You can configure up to 256 NFS mounts
per ESXi host.

Viewing the LUNs presented to an ESXi host

During the initial phase of adding shared storage to an ESXi host, LUN devices are
presented to the ESXi host. The presentation is achieved at the storage and fabric levels. We
will not get into the details of how a LUN is presented using the storage or fabric
management software as that is beyond the scope of this book.

Once the LUNs are made available to the ESXi hosts, you can then format them with VMFS
to host the virtual machine files. The LUNs can also be presented as RAW volumes to the
virtual machines, in which case they are called Raw Device Mappings (RDMs). For more
information on RDMs, refer to the recipe Attaching RDM to a virtual machine in Chapter

11, Creating and Managing Virtual Machines.

In this recipe, we will learn how to view the LUNs that are already presented to an ESXi
host.

How to do it...

The following procedure will help you view all the storage devices seen by an ESXi host:

1. Log in to the vCenter Server using the vSphere web client and use the key
combination Ctrl + Alt + 2 to bring up the hosts and clusters inventory view, as
shown.

2. Select the desired host and navigate to Configure | Storage Devices to view all

the LUN devices seen by the ESXi host. The LUN devices could be local or remote
storage (FC, iSCSI, NAS, FCoE):
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Havigator b esx03.vdescribed.lab
47 Back
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 [in SITE ADATACENTER < BT B L {83 All Actions ~ [+ Q

~ B Clustern e Lun_ | Type | Capacity | Operatio.. | Haraware A | Drive T._ | Transpont
2 esx03vdescri 3 = -~ ~— . .
P Gert e el S (i B pE i) Storage Devices | G LEFTHAND iSCSI Disk (naa.6000eb333ci6e63600. 0 disk  200. Atached Supported HDD  iSCSI
[ esx04 vdescrived lab A 5
5 D801 atastores Local NECVMWar CD-ROM (mpxvmhba64:Co:To: 0 cadr Attached NMotsupp.. HDD  Block Adapter|
1 DRVRO Host Cache Configuration Local Vidware, Disk (mpxvmhba1:C0:T0:L0) 0 disk  40.0.. Attached Notsupp.. Flash  Parallel SCSI
5 psco Protocol Endpoints LEFTHAND ISCSI Disk (naa.6000eb333cf6e53600.. 0 disk  200.. Aftached Supporied HDD  iSCSI

psc IO Filters LEFTHAND iSCS| Disk (naa.6000eb333cf6e62600 0 disk  7.00.. Aftached Suppoted HDD  iSCSI
5 psco2
T test LEFTHAND ISCSI Disk (naa.6000&b333¢f6e63600. 0 disk 353. Aftached Suppoted HDD  ISCSI
Giytesm ~ Netwaorking
(fpvesatisn
Alicinalcaiichor

Alternatively, you can issue the commands esxcfg-scsidevs -u

and esxcli storage core device list atthe ESXi CLI to list the
storage devices.

Viewing datastores available on an ESXi
host

ESXi requires the use of datastore(s) for storing files that back a virtual machine. A
datastore is nothing but a storage LUN with a VMES filesystem on it or an NFS mount from
an NAS server. Each ESXi host maintains a list of datastores that it has access to. In this
recipe, we will learn how to pull this list.

How to do it...

The following procedure will help you view all the datastores by an ESXi host:

1. Log in to the vCenter Server using the vSphere web client and use the key

combination Ctrl + Alt + 2 to bring up the hosts and clusters inventory view, as
shown.
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2. Select the desired host and navigate to the Datastores tab to view a list of all
datastores the ESXi host has access to:

[ esxU3.vdescribedlab =) @, |- | [B | {5hActions +

| -

Navigator

4 Back | Gefting Started  Summary  Monitor  Configure  Permissions VGDatastores Networks ~ Update Manager

| @ | & =] e

~ (Gl vesah501 vdescribed lab
vSlTE A DATACENTER
~[J clustera

Datastores

3 New Datas... | gf Register V... g BrowseFil.. (@ Refresh C.. B Increase D... [} Manage St.. | g Actions +

Name 1 a|Status Type Datastore Cluster  Capacity

H esx03_localDs & MNormal VMFS 5 325 GB 796 GB

Z esx03vdescribedlabl A itenance mode)

[ esx04.vdescribed.lab
& DB B3 ProdDs © Normal  VMFS 5 3525 GB | 2083 GB
{5 DRVRO B TestDS @ MNormal VMFS 6 85 GB 7.09 GB

h psc0t

Creating a VMFS datastore

Once we have presented raw LUNs to an ESXi host, for it to be used as a storage container
for virtual machine files, the LUN has to be formatted using VMFS. This is achieved by
creating a VMFS datastore using the LUN.

Getting ready

You will need the NAA ID, LUN ID and the size of the desired LUN handy to ensure that
you use the correct LUN to create the VMFS volume on. For the LUN discovery to work, the
LUN should be presented correctly to the ESXi host at the storage array. If the ESXi host
does not see the intended LUN, issue a rescan on the storage adapters to discover the
presented LUN device.

How to do it...

The following procedure will help you to create a VMFS volume:

1. Present or map a LUN of ESXi hosts. This activity is performed at the Storage
array. Refer to the Storage Array vendor documentation for
instructions:https://pubs.vmware.com/vsphere-50/index. jsp?2topic=%2
Fcom.vmware.vsphere.storage.doc_50%2FGUID-15A7E014-6189-4F65—
A26F-8F409CA74338.html.
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2. Log in to the vCenter Server using the vSphere web client and use the key
combination Ctrl + Alt + 2 to bring up the hosts and clusters inventory view.

3. Right-click on one of the ESXi hosts the LUN was mapped to and navigate to
Storage | Rescan Storage...:

Navigator 1 L lEﬁ {oh Actions ~
4 Back - gure  Permissions WMs | Datastores u
T omm Connection 4
P | 8 B8 @ _
- Maintenance Mode »
v (5] vesa6501 vdescribed lab o
ower »
+ [ SITE A DATACENTER )
~ [EJ Clusters Certificates »
= = - = | Datastore Cluster | Capacity Free
= scribedlab’ A ntenance mode ) Storage New Datastare

[@ esx04.vdescribed.lab ¥ Rescan Stor:

51 DBo1 33 Add Netwarking... F Rescan Storage... | C

5 DRVRO :& Add Virtual Flash Resource Capacity...
r T T T

(31 psco1 Host Profiles »

4. On the Rescan Storage dialog box, click OK to initiate the rescan operation. You
choose to rescan for new VMEFS volumes if in case you are trying to discover
VMES volumes:

Q esx03.vdescribed.lab - Rescan Storage

|E| Scan for new Storage Devices o

Rescan all host bus adapters for new storage devices.
Rescanning all adapters can be slow.

[[] Scan for new VMFS Volumes

Rescan all known storage devices for new VMFS volumes that have been added
since the last scan. Rescanning known storage for new file systems is faster than
rescanning for new storage.

G OK || Cancel
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5. Right-click on one of the ESXi hosts the LUN was mapped to and navigate to
Storage | New Datastore...:

Navigator X [B esx03vdescribedlab = 2 B, |- [ [ | {chActons -
4 Back

o |2 8 @

Getting Started  Summary  Monitor  Configure  Permissions Vl'v'ls|Datastores

Datastores

v [F)vcsaB501 vdescribed.lab -
w |7 SITE A DATACENTER

E Actions - esx03.vdescribed.lab (maintenance mode)

Mew Virtual Machine y Owse Fil . e Refresh C... B Increase D...
v [ Clustera !

= Mew vApp » Type Datastore Cluster | Capacity Fre]
[ esx04 vdescribed lab 4 PMFS5 32568 T
& DBO1 eplo WMFS 5 3525 GB  2(
{31 DRVRO Connection » WMFS 6 8.5 GB 7.
& pscl1 Maintenance Mode ¥
{3 psco2 Power »
Gihtestvm )
E‘[}\acsaﬁsm Certificates »

& VMo Storage o |8 & MewDatastore.. H N

51 VRADR ) Add Networking.. Q_ Rescan Storage...

h WebServerd1 @ Add Virtual Flash Resource Capacity...
» [y Site B | 4 ' ' '

6. In the New Datastore wizard screen, select VMEFS as the datastore type and click
Next to continue:

3 New Datastore () »
¥ 1 Type Type
Specify datastore type
2 Name and device selection
3 Partition configuration (=) VMFS
4 Ready to complete Create a VMFS datastore on a diskiLUN
() NFS

Create an NFS datastore on an MFS share over the netwaork.
() Wol

Create a Virtual Volumes datastore on a storage container connected to a storage provider.

Next Cancel
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7. On the Name and device selection section screen, supply a Datastore name for
the VMFS volume and select the LUN device to create the filesystem on, and click
Next to continue:

3 New Datastore

B
« 1 Type Name and device selection
Select a name and a disk/ILUN for provisioning the datastore
bl 2 Hame and device selection
L FOTERTT Datastore name |LabDS °
4 Partition configuration
5 Ready to complete
Q Filte -
Name LUN Capacity Hardware Accel... Drive Type Sedorformat  Snaps...
LEFTHAND iSCSI Disk (naa.6000eb333cf6e636000 0 2.00GB | Supported HDD 512n

LEFTHAND iSCSI Disk (naa. 60009b333cf69636000.°0

400GE Supported HDD 512n

2items [ Copy~

Back Next

Cancel

8. On the VMEFS version screen, you can choose between VMFS 5 or VMES 6. In this
case, we will select VMFS 6 and click Next to continue.

#3 New Datastore 2 M
v 1 Type VMF S version
Specify the VMFS version for the datastore.

+" 2 Name and device selection
%l 3 VMFS version (=) VMFS 6

4 Partition configuration VMFS 6 enables advanced format (512e) and automatic space reclamation support

5 Ready to complete (JVMFS 5

VMFS 5 allows the datastore to be accessed by ESX/ESX hosts of version 6.0 or earlier.
Back Next Cancel
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9. On the Partition configuration screen, choose to Use all available partitions or
use the slider to adjust the size of the VMFS partition and set the Space
Reclamation Priority to either None or Low. Setting it to None will disable
automatic space reclamation using VAAI's UNMAP primitive:

#3 New Datastore

+ 1 Type Partition configuration

Review the disk layout and specify partition configuration details.
+ 2 Name and device selection

" 3 VMFS version Partition Layout Datastore Details

\/ Partition Configuration

+ 5 Ready to complete Datastore Size o
Block Size

Space Reclamation Granularity

Space Reclamation Priority

LabD&

Capacity: 4.00GB
Free Space 4.00 GB

\ Use all available partitions ° ‘ - |

7y 4.00 =GB
[1mB |~ |
(ame [-]
Mone yLow

Low: Deleted or unmapped blocks are reclaimed on
the LUN at low priority

Back Next Finish Cancel
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10. On the Ready to complete screen review the setting and click Finish to create the
VMES volume:

#3 Hew Datastore 2 W

Ready to complete

W 1 Type
Review your settings selections before finishing the wizard.
+' 2 Name and device selection
+ 3 VMFS version
General
«/ 4 Partition configuration Mame L abDs

¥4 5 Ready to complete T Type: VMFS
Datastore size: 400 GB

Device and Formatting

Disk/LUN: LEFTHAND iSCSI Disk (naa.6000eb333cf6ed3600000000000001e7)
Partition Format: GPT
WMFS Version: VMFS 6
Block Size: 1MB
Space Reclamation Granularity: 1 MB
Space Reclamation Priority Low: Deleted or unmapped blocks are reclaimed on the LUN at low priority
Back Finish Cancel

Managing multipathing configuration of a
VMFS datastore

Storage LUNs presented to the ESXi hosts preferably need to be made highly available. This
is achieved by enabling multiple connectivity paths between the ESXi hosts and the SAN
storage. Once configured correctly, these paths can then be used either to failover or load
balance the I/O activity.

In this section, we will learn how to view the current multipathing configuration for a
particular LUN.
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How to do it...

The following procedure will help you view and manage multipathing configuration:

1. Log in to the vCenter Server using the vSphere web client and use the key
combination Ctrl+Alt+4 to switch to the storage view.

2. Select the desired datastore, navigate Configure | Connectivity and
Multipathing, select any of the ESXi hosts that the datastore is currently
mounted to, to view its multipathing configuration. In this case, the LUN

presented from an iSCSI storage array has only a single path which is not an ideal
configuration in a production environment:

Navigator X! Buabds | (F (G & @ E2 | {ghactions -

4 Back Getting Started  Summary Mi:’conﬂgme Permissions  Files Hosts VMs
&) 2 || a8

“ Connectivity and Multipathing

i
ki

v [ vesa6501 vdescribed.1ab
+ [ SITE A DATAGENTER General Selecta hast to view the multipathing details for its devices
H datastore Device Backing (Grmount |
H esx03_localDS 7

Connectivity and Muttipathing |
Host Datastore Mounted Datastore Connctivity Mount Point
= Capability sets °
ProdDs

[ esx0dvdescribed.lab Nounted Connected Nmfsholumesi592dazfi-00a2272¢-c1fc-000.
HTestDs

|

[ esx03vdescrived.lab Wounted Connected mfsivolumes/592da2fi-0022272¢-C1c-000.
Bvcsa_bs
» [SiteB

Multipathing Details

Device: LEFTHAND ISCSI Disk (naa.6000eb333c5e63600000000000001e7) You can click on -
Muttpatning Poicies ST { EaiHulipating |

to change a L 9

~ Path Selection Policy multipathing

Path Selection Policy Fixed (VMware) policy.

Preferred Path vmhba65:C0.T0LO

Storage Array Type Policy VMW_SATP_DEFAULT_AA

Paths

Owner Plugin NMP

~ Paths
(o]
i e — o
vmhbats:Co:To:LO @ Active (10) ign.2003-10.com.lefthandnetworks:ps-mag. o

3. You can click on Edit Multipathing... if you choose to modify the multipathing
configuration.

4. In the Edit Multipathing Policies window, choose the desired policy and click
OK to confirm the change:
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@ esx04.vdescribed.lab - Edit Multipathing Policies for naa.6000eb333cfieG3600000000000001e7

Path selection policy:
| Fixed (vhware) | - |

Most Recently Used (VMwarg) v
Round Robin (VMware) Path Selection Policies

Fixed (VMware)

ign.2003-10.com lefthandnetworks:p.

vmhba65:CO:TO:LO & Active (I/0)

Choose a desired
multipathing
policy and click

OK

ok || cancel |

How it works...

A path to a LUN includes the Host Bus Adapter (HBA) or initiator, the fabric/network
switches, and the storage controllers in the array. The availability of a path will be affected
if any of these hardware components along the path fail or stop functioning. Multipathing is
a method to configure and maintain multiple paths between the host and the storage array.
Although redundant fabric switches will be used to achieve this, the multipathing
information available at ESXi will not show the switches involved.

Storage multipathing on an ESXi host is achieved with the help of a framework of APIs
called Pluggable Storage Architecture (PSA). The APIs can be used by the storage vendors
to write their own Multipathing Plugins (MPP), thus enabling a closer integration of their
storage devices. Some examples for available third-party MPPs are as follows:

e EMC PowerPath.

¢ Dell EqualLogic MEM for iSCSI multipathing.

e VERITAS dynamic multipathing for VMware.

¢ The default multipathing plugin on an ESXi host is called Native Multipathing
Plugin (NMP). The NMP adds support for all the supported storage arrays in the
VMware compatibility list.
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The NMP has two sub plugins known as Storage Array Type Plugin (SATP) and Path
Selection Plugin (PSP). VMware includes the SATP and PSP associations for all tested and
supported storage arrays in the form of claim rules.

SATP detects the path state and handles path failover, whereas PSP determines which
available physical path should be used to send the I/O.

VMware supports the following path selection plugins:

e Most Recently Used (MRU): In the event of a path failover, this would continue
to use the path even if the original path becomes accessible again. Its initial path
selection happens during the boot up of ESXi, where it selects the first-discovered
path as the active path. MRU is the preferred PSP for active/passive arrays and
ALUA-based arrays.

e Fixed: One of the multiple paths available is marked as the preferred path. So, in
the event of a preferred path becoming accessible again, it will failback to the
preferred path. This is most commonly used with active/active and ALUA-based
arrays.

¢ Round Robin (RR): This distributes I/O to all the active paths. By default, it
distributes 1,000 IOs on an active path before it sends the next 1,000 IOs down the
next active path.

We discussed choosing a PSP depending on the array type, so it is important to understand
different array types from the multipathing perspective. The array type is determined by
the mode in which it operates. There are three such types from a multipathing perspective:

e Active/active array: This supports the simultaneous ownership of a LUN by more
than one storage processor.

e Active/passive array: This supports only one storage processor owning a
particular LUN. A storage processor that owns a LUN or a set of LUNs becomes
the active controller for those LUNSs.

e Asymmetric Logical Unit Access (ALUA) based array: Similar to an active/active
array, but uses the concept of optimized and unoptimized paths. Here, an
unoptimized path is a data path to the LUN via the interconnect to the other
controller.
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Expanding or growing a VMFS datastore

It is likely that you would run out of free space on a VMFS volume over time as you end up
deploying more and more VMs on it, especially in a growing environment. Fortunately,
accommodating additional free space on a VMFS volume is possible. However, this requires
that the LUN either has free space left on it or it has been expanded/resized in the storage
array.

The procedure to resize/expand the LUN in the storage array differs from vendor to vendor,
and as this is beyond the scope of this book, we assume that the LUN either has free space
on it or has already been expanded.

The following flowchart provides a high-level overview of the procedure:

BX
Identify the Run the "Increase
Datastore to > Datastore Capacity"
be resized wizard
A Proceed to
expand the
size of the
datastore
Refresh Increase/expand the
Capacity size of the LUN at the
Information storage
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Getting ready

If there is no free space on the LUN, then contact your storage administrator to increase the
size of the LUN. Once done, right-click on the datastore again and select Refresh Capacity
Information:

Navigator X BLads | g G (
4 Back | E Actions - LabDS
] @ | __I (@ Browse Files

w [ vcsab501 vdescribe gy Register V...
Eldatastore1  E8 Increase Datastore Capacity...
E esx03_locall

E3 Unmount Datastore...
BPrrodDs
ETestDS
EvCsA DS

Maintenance Mode »

How to do it...
The following procedure will help you expand the size of a VMFS datastore:

1. Log in to the vCenter Server using the vSphere web client and use the key
combination Ctrl + Alt + 4 to switch to the storage view.

2. Right-click on the desired datastore and click Increase Datastore Capacity...:

Navigator X Huads £ g & |
4 Back [ Actions - LabDS
— (3 Browse Files
P @ | @«

v_,JvcsaBSD‘I.vdescribed.lalle Register Vi...

vSITE A DATACENTEFR (& Refresh Capacity Information
E datastore1 E2 Increase Datastore Capacity... | B
E esx03_localDs

LabDS 14
B Unmount Datastore...
EProdDs

Maintenance Mode »
E TestDS

EvCcsA DS

3. On the Increase Datastore Capacity wizard screen, select the LUN corresponding
to the datastore you wish to expand. You will not see the LUN listed, if there is
no free space on the LUN:
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] LabDS5 - Increase Datastore Capacity B
¥4 1 Select Device Q -~
2 Specify Configuration Name LUM | Capacity Hardware Acc...  Drive Ty... | Sectorformat Expandable
3 Ready To Complete LEFTHAMND iSCSI Disk (naa.6000eb333cf6e636... 0 400GB Suppored HDD 512n Yes
) 1items 5 Copy~
Next Cancel

4. On the Specify Configuration screen, you can either choose to use up all the
available free space or use the slider to adjust the amount of free space to up:

] LabDS$ - Increase Datastore Capacity 2 W
1 Select Device Partition Layout Datastore Details
\/ Partition Configuration | Use Free space 1.00 GE to expand the datastore @|

3 Ready To Complete LabDs Increase Size by —_— 100 E' GB

@ The datastore already occupies one or more extents on this device. Selecting free space
adjacent to an extentin the datastore will expand that extent. Selecting any other option will
add a new extent to the datastore

Capacity: 5.00 GB
Free Space: 1.00 GB

Back Next Cancel

5. On the Ready to Complete screen, verify the settings and click Finish to initiate
the expand operation.

6. You will see an Expand VMFS datastore complete successfully in the Recent
Tasks pane.
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Extending a VMFS datastore

In the Expanding or growing a VMFS datastore recipe, we discussed the procedure involved in
increasing the size of a datastore on the same LUN backing the VMFS volume, and that was
possible only if the LUN has unused free space on it or was expanded.

You can run into a situation where there is no unused space on the LUN backing the VMFS
volume, but your datastore runs out of space. Fortunately, vSphere supports the spanning
of a VMFS volume onto multiple LUNs. This means you can span the VMFS volume onto a
new LUN so that it can use the free space on it. This process of spanning a VMFS volume
onto another LUN is called extending a VMFS datastore.

Getting ready

Present a blank LUN to all the ESXi hosts which have the VMFES volume mounted. Make a
note of the NAA ID, LUN ID and the size of the blank LUN. Issue a rescan on the storage
adapters on any one of the ESXi hosts.

How to do it...

The following procedure will help you extend a VMFS volume:

1. Log in to the vCenter Server using the vSphere web client and use the key
combination Ctrl + Alt + 4 to switch to the storage view. Right-click on the desired
datastore and click Increase Datastore Capacity...:

Mavigator X B ProdDs

4 Back Getting Starte

e ] 8 -

) 2 ] Actions - ProdDS
w [[Jvczab501vdescribedlab -

+ [ SITEADATACENTER | & BrowseFiles
3 datastore
[ esx03_localDS (@ Refresh Capacily Information
ELabDs EZ Increase Datastore Capacity...
= ProdDS
BvCcsA DS
» [f7 Site B

[3°4 Register V...

B

Ed Unmount Datastore...
Maintenance Mode [
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2. On the Increase Datastore Capacity wizard screen, select the LUN that will be
used as the extent and click Next to continue:

4 ProdDS - Increase Datastore Capacity

2 Specify Configuration

3 Ready To Complete

Bl 1 Select Device

Q
Name LUN | Capacity Herdware Acc...  Drive Ty...  Sector f
LEFTHAND iSCSI Disk (naa.6000eb333cfGe636... 0 7.00GB Supported HDD 512n
LEFTHAMD iSCSI Disk (naa.6000eb333cf6e636 0 200GB Supported HDD 512n

Hext

ormat  Expandsble

Mo
Mo

2items 24 Copy~

Cancel

3. On the Specify Configuration screen, you can either choose to use up all the
available free space or use the slider to adjust the amount of free space to up:

[ ProdDS -Increase Datastore Capacity

' 1 Select Device

¥ 2 Specify Configuration

3 Ready To Complete

Partition Layout

Datastore Details

ProdD§

Partition Configuration | Use all available partitions

Increase Size by

add a new extent to the datastore

Capacity:
Free Space:

2.00GB
200GB

£y [2.00 > co

© Tnere is no extent of the datastore on this device. Selecting any configuration option will

Back Next

Cancel

4. On the Ready to Complete screen, review the settings and click Finish to
perform the extend operation.

5. The Recent Tasks pane, will show an Extend datastore operation complete

successfully.
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Unmounting and detaching VMFS volumes

Unmounting a datastore is done when you intend to preserve the data on a VMFS volume,
but still remove access to the volume. Detaching is performed on a LUN device and it is
done to make sure that the access to the LUN is gracefully removed. It is recommended you
unmount a VMFS datastore and detach its corresponding LUN device, before the LUN
backing it is unpresented from an ESXi host.

Getting ready

Make a note of the NAA ID of the LUN corresponding to the VMFS volume. This can be
done by selecting the datastore and navigating to Configure | Device Backing:

Navigator X Haos f{F G & & () | {ghAdions
4 Back Getting Started  Summary  Monitor | Configure | Permissions  Files Hosts  VMs
g G 8 e

w [ vesaB501.vdescribed.lab

“ Device Backing

 [In SITE A DATACENTER General AVMFS Datastore can span multiple hard disk partitions, or extents to create a single logical volume
[ datastore1 Device Backing Select an extent to view its device details.
H esx03_localDs Connectivity and Multipathing Q -

Capability sets Extent Name (Device name:Partiticn number
LEFTHAND ISCSI Disk (naa.5000eb333cf6e63600000000000001e7) - 1 5.00 CB

Alternatively, you can issue the command esxcli storage vmfs extent list:

It is advised that you take care of the following before you proceed with the unmount
operation:

All the VMs should be migrated off to a different datastore

The datastore should be removed from a datastore cluster

The datastore should remain unmanaged by Storage DRS (SDRS)
Storage I/0 Control (SIOC) should be disabled for the datastore
Should not be in use as a vSphere HA heartbeat datastore
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How to do it...

The following procedure will help unmount a VMFS volume and detach its corresponding
LUN device:

1. Log in to the vCenter Server using the vSphere web client and use the key
combination Ctrl + Alt + 4 to switch to the storage view.

2. Right-click on the desired datastore and click Unmount Datastore...:

B @ 8 | @
 [5 vcsai501 vdescribed.lab
w |5 SITE ADATACENTER

E Actions - LabDS
{3 Browse Files
(67 Register V...

B datastore1
E esx03_localDs (@ Refresh Capacity Information
B Increase Datastore Capacity...
EHProdDS
EJvcsA_DS
» [y Site B § Unmount Datastore... B

Maintenance Mode »

3. On the Unmount Datastore... window, select all the ESXi hosts to unmount the
datastores from, and click OK:

E3 LabDS - Unmount Datastore... (7)

& This datastore might be used by vSphere HA for heartbeating. Once unmounted, check the “Cluster-Monitor-
|ssues’ page to see if any hosts now have an insufficient number of heartbeat datastores.

For successful unmount of the datastore from a host, the following conditions must be met:

= Host should not have any virtual machine residing on this datastore.
= Host should not use the datastore for HA heartbeats.

The datastore is mounted on the hosts listed below. Once the unmount is in progress do not perform any
configuration operations that might result in 11O to the datastore.

Select the hosts that you want to unmount the datastore from:

Host Cluster

[ [ esx04vdescribedlab lo [P cClustera

[  [J esx03vdescribedlab f [P ClusterA

QT] =T
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4. The Recent Tasks pane should list an Unmount Datastore task complete
successfully for each of the ESXi hosts. And the VMFS datastore will be marked

as Inactive.

5. Use the key combination Ctrl + Alt + 2 to switch to the Host and Clusters view.

6. Select an ESXi host, navigate to Configure | Storage Devices, select the LUN
corresponding to the unmounted datastore and click on the icon & to detach the

LUN:

Navigator 1 esx03.vdescribedlab . [ || | [B | {GhActions ~

4 Back Getting Started ~ Summary Monocr)nﬂgure‘Permlssmns VMs Datastores Networks Update Manager

ERERCEE:

= [ vcsa650 1 vdescribed lab

Storage Devices :
[F e aI] @ © B | @Aladions~ Ty

~ [l3 SITE A DATACENTER ~ Storage a
~ [ Clustera SloeRim el Mame LUN | Type Cs... | Operation...
esx04d SHETELEEES G Local NECVMWar CD-ROM (mpxvmhbab4:CO-T0:L0) 0 cdrom Attached
& DB01 Datastores Local ViMware, Disk (mpxvmhbai:C0O:T0:L0) 0 disk | 4. Attached
31 DRVRO Host Cache Configuration LEFTHAND iSCSI Disk (naa.6000eb333cf6e63600000000000001e3) 0 disk | 7. Aftached
1 pscoA Protocol Endpoints .. LEFTHAND ISCS! Disk (naa.5000eb333cf663600000000000001e7) 0 disk 5. Attached
{3 psc02 IO Filters LEFTHAND ISCS Disk (naa.5000eb333¢/6e636000000000000010) 0 disk | 2. Aftached
{ptestvm + Networking LEFTHAND iSCSI Disk (naa.5000eb333¢6e636000000000000005¢) 0 disk | 3. Aftached

7. On the Detach Device dialog box, click OK to confirm the operation:

Detach Device

If a device is detached from a host, it cannot be used for
!1 purposes like datastore creation or VM provisioning.
Are you sure you want to detach this device from the host?

O -
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8. The Recent Tasks pane should list a Detach SCSI LUN task complete
successfully. Also, the LUN device should now be listed as Detached:

Storage Devices

B i B Bl @ © B | @AlAdionsy [y~ Q -
Name LUN  Type Capacity Operstional St... | Hardwar...  Driv...  Transport
Local NECYMWar CD-ROM (mpxvmhbaG4:C0:T0:LO) 0 cdrom Aftached Mots.. H.. Bloc.
Local YWware, Disk (mpxvmhba1:C0:TO:LO) 0 disk 40.00 GB  Aftached Mots.. Fl. Paral.
LEFTHAMD iSCSI Disk (naa.6000eb333cf6e63600000000000001e3) 0 | disk 7.00 GB | Attached Supp.. H.. isCsl
LEFTHAND iSCSI Disk (naa.6000eb333cf6et3600000000000001e7) 0 disk 5.00GB Detached ‘A Unkn.. H.. iSCSI
LEFTHAMND iSCSI Disk (naa.6000eb333cfGe6360000000000000110) 0 | disk 2.00GB Attached Supp...  H.. iSCHl
LEFTHAMD iSCSI Disk (naa.6000eb333cf6e636000000000000005C) 0 disk 3538 GB  Attached Supp.. H.. iSCSl

Re-mounting a VMFS datastore

A previously unmounted VMEFES datastore can be re-mounted to the ESXi host. Doing so
will make the datastore available for I/O operations.

Getting ready

Make sure the LUN backing the volume is presented to the ESXi hosts. Issue a rescan on the
storage adapters to discover the LUN.

How to do it...
The following procedure will help mount a VMFS datastore to the ESXi host:

1. Log in to the vCenter Server using the vSphere web client and use the key
combination Ctrl + Alt + 2 to switch to the Host and Clusters view.
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2. Select an ESXi host, navigate to Configure | Storage Devices, select the LUN

corresponding to the unmounted datastore and click on the icon to attach the
LUN:

Navigator X 3 esx03.wdescribedlab % [ |- | [B | {chActons ~
4 Back Gefting Started  Summary  Monitor ‘ Configure | Permissions WMs Datastores Metworks Update Manager
g 8
@ \u “ Storage Devi
w [l vcsab501 vdescribedlab D
+ [ SITE A DATACENTER ~ Storage B i \ 5 @ © O | EAnAdons~ [Fy~
~ [ Clustera S RO 1 Mame LUN Type Capacity Operationsl State
scribed lab
crheclah QR Storage Devices B Local NECVMWar CD-ROM (mpxvmhba64:CoTaL0) 0 cdrom Attached
[B esx04vdescribediab Datast
5 a0t alastores Local Viware, Disk (mpxvmhba1:C0:T0:L0) 0 disk 40.00GB  Aftached
& DRVRO Host Cache Configuration LEFTHAND iSCSI Disk (naa.6000eb333cf6e63600000000000001e3) 0 disk 700GB  Attached
3 pscot Protocol Endpoints LEFTHAND iSCSI Disk (naa.6000eb333cf6e6360000000000000127) 0 disk 0.008 Detached
{3 psco2 1O Filters LEFTHAND iSCSI Disk (naa.5000eb333cf6e63600000000000001f0) 0 disk 200GB Aftached
ptestm « Networking LEFTHAND iSCSI Disk (naa.5000eb333cf6e636000000000000005¢) 0 disk 3538 GB  Aftached
(i vceab501
Migual

3. The Recent Tasks pane should list an Attach SCSI LUN task complete
successfully.

4. Now that you have re-attached the LUN, switch to the datastore view using the
key combination Ctrl + Alt + 4.

5. The unmounted datastore will appear as inactive. Right-click on it and select
Mount Datastore...:

v [ vcsab501 vdescribed.lab a4 Type: VMFSE
- SITE ADATACEMNTER UAL:  ds:hvmid
E datastore1 h’
EH esx03_localDs L

B ProdDs E2 Actions - LabDS (inactive)
Bvcsa_Ds {3 Browse Files
b [y Site B (57 Register V...

(& Refresh Capacity Information

¥ MountDatastore... | F

Maintenance Mode [
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6. On the Mount Datastore... window, select the ESXi host to mount the datastore
to, and click OK:

EZ LabDS5 - Mount Datastore... ?

The datastore is not mounted on the hosts listed below.
Selectthe hosts that you want to mount the datastore on:

Host Cluster

v [J esx0D4vdescribed.lab e [J ClusterA

L
OTC}K Cancel _

7. The Recent Tasks pane, should show a Mount VMFS volume task complete
successfully.

Deleting VMFS datastores

Unlike the unmount operation, a delete operation will destroy all the data on the datastore.
Once done, you cannot revert this operation. Hence, ensure that you move all the virtual
machine data that is currently on the datastore to another datastore.

Getting ready

Migrate all the virtual machines (regardless of their power state) and their data onto a
different datastore. Examine the datastore to make sure that it is empty.
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How to do it...
The following procedure will help you delete a VMFES volume:

1. Log in to the vCenter Server using the vSphere web client and use the key
combination Ctrl + Alt + 4 to switch to the storage view.

2. Right-click on the desired datastore and click Delete Datastore:

E esx03_localDs |‘—"‘”
£ ProdD3 ] Actions - LabDS

Bvcaa_ DS (&l Browse Files

b EqSite B (i Register ...
e Refresh Capacity Information
] Increase Datastore Capacity...

Ed Unmount Datastore...
Maintenance Mode 4

I-'E! Manage Storage Providers
Configure Storage /0 Control...
Edit Space Reclamation...

i Settings
o] Recent Tasks | MoveTo..
—“_“I' Rename...
s Tags & Custom Attributes »
Task Mame
Mount VMFS volume Add Permission...
Alarms »

= Delete Datastore | B

AllvCenter Orchestrator plugin Actions  »
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3. On the Confirm Delete Datastore window, click Yes to confirm the action:

Confirm Delete Datastore

This operation will permanently delete all the files
associated with the virtual machines on the datastore.

Farce mounted VMFS datastores will be removed from the
inventory but the data on them will not be deleted.
Delete the selected datastore(s)?

O -

4. The Recent Tasks pane should list a Remove datastore task complete
successfully.

Upgrading from VMFS 5 to VMFS 6

Unlike the previous VMFS upgrade, there is no method to perform an in-place upgrade of a
VMES 5 volume to VMES 6. As per VMware, this is due to the changes done to the structure
of VMFS metadata to make compatible with 4K alignment. In this recipe, we will provide
you with a high-level overview to migrate your workload to VMFS 6.

How to do it...

The following high-level procedure will help you host all your VM workload on VMFS 6
volumes:

1. Make an inventory of all your datastores and their current utilization.

2. Now, depending on the amount of free space available in the storage array, you
can choose to create LUNs of the same size as the existing datastores or create a
set of larger LUNSs to temporarily migrate the VMs onto them.

3. Once the datastores have been created, use storage vMotion to migrate the VM
data on the datastores.

4. If you have created larger temporary LUNSs, then select one or more datastores in
batches, migrate VM data off of them, delete the empty VMES 5 volumes, create a
new VMES 6 volume on their LUNs and migrate the VMs back to them.
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There is more...

Since not every environment is identical, there are several factors that would constrain your
methods. VMware has put together a great Knowledge Base article Migrating VMFS 5
datastore to VMFS 6 datastore (2147824) at nttps://kb.vmware.com/kb/2147824.

Managing VMFS volumes detected as
shapshots

Some environments maintain copies of the production LUNs as a backup, by replicating
them. These replicas are exact copies of the LUNs that were already presented to the ESXi
hosts. If for any reason a replicated LUN is presented to an ESXi host, then the host will not
mount the VMFS volume on the LUN. This is a precaution to prevent data corruption.

ESXi identifies each VMFS volume using its signature denoted by a UUID (Universally
Unique Identifier). The UUID is generated when the volume is first created or resignatured
and is stored in the LVM header of the VMES volume.

When an ESXi host scans for new LUN; devices and VMFS volumes on it, it compares the
physical device ID (NAA ID) of the LUN with the device ID (NAA ID) value stored in the
VMES volumes LVM header. If it finds a mismatch, then it flags the volume as a snapshot
volume.

Volumes detected as snapshots are not mounted by default. There are two ways to mount
such volumes/datastore:

e Mount by keeping the existing signature intact: This is used when you are
attempting to temporarily mount the snapshot volume on an ESXi that doesn't
see the original volume. If you were to attempt mounting the VMFES volume by
keeping the existing signature and if the host sees the original volume, then you
will not be allowed to mount the volume and will be warned about the presence
of another VMFS volume with the same UUID.
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e Mount by generating a new VMES signature: This has to be used if you are
mounting a clone or a snapshot of an existing VMFS datastore to the same
host(s). The process of assigning a new signature will not only update the LVM
header with the newly generated UUID, but all the physical device ID (NAA ID)
of the snapshot LUN. Here, the VMFS volume/datastore will be renamed by
prefixing the word snap followed by a random number and the name of the
original datastore:

Mame Status Type Datastore Cluster | Capacity Free

[ datastore & Mormal VMFS & 325 GB 3155 GB
[ vCsA_DS & Mormal VMFS 6 28975 GB | 24971 GB
= | snap—?‘BeElb2Ea—|_i‘xElDS{-' & Mormal VMFS 6 475 GB 334 GB

Getting ready

Make sure that the original datastore and its LUN is no longer seen by the ESXi host the
snapshot is being mounted to.

How to do it...

The following procedure will help mount a VMFS volume from a LUN detected as a
snapshot:

1. Log in to the vCenter Server using the vSphere web client and use the key
combination Ctrl + Alt + 2 to switch to the Host and Clusters view.

2. Right click on the ESXi host the snapshot LUN is mapped to and go to Storage |
New Datastore.

3. On the New Datastore wizard, select VMEFS as the filesystem type and click Next
to continue.
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4. On the Name and device selection screen, select the LUN detected as a
snapshot and click Next to continue:

3 New Datastore ?) MY
v 1 Type Hame and device selection
Select a name and a disk/LUN for provisioning the datastore
5l 2 Name and device selection
L Datastore name: |Datastore
4 VMFS version
5 Partition configuration
6 Ready fo complete a -
Name LUN 1 & Gapacity Hardware Acceleration  Drive Type Seclorformst | Snapshot Volume
LEFTHAND iSCS8I Disk (naa.6000eb333cf... 0 5.00GEB Supported HDD 512n LABDS (head)
LUN detected as a
snapshot
M 1items [5Copy~
Back Next Cancel
. . . .
5. On the Mount option screen, choose to either mount by assigning a new
signature or by keeping the existing signature, and click Next to continue:
3 Mew Datastore ?) W
v 1 Type Mount option
Select VMFS mount option.
~* 2 Name and device selection
B4 3 Mount option @ Anunresolved VMFS volume with signature 592f14e6-fcbab880-55a4-000c287fect 1 has been detected on this disk
+~ 4 Ready to complete
Specify whether you want to mount the detected VMFS volume with the same signature or with a new signature, or format the disk.
() Assign a new signature
Data on the disk will be retained. A new signature will be assigned to the datastore and references to existing signature from VM configuration files will be
updated
Datastore will be mounted using the original name.
(*) Keep existing signature
Data on the disk will be retained. The datastore will be mounted using the same signature.
Datastore will be mounted using the original name.
() Format the disk
The current disk |layout will be destroyed and all data will be lost permanently.
Back Hext Finish Cancel
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6. On the Ready to complete screen, review the setting and click Finish to initiate
the operation.

Masking paths to a LUN

You can remove access to a LUN by masking all of its paths to the ESXi host. This can be
used when troubleshooting storage issues. This is achieved by using the MASK_PATH PSA
plugin to claim the paths corresponding to the intended LUN.

The following flowchart depicts a high-level overview of the process:

Find the NAA ID of the Load the CLAIM RULES
LUN to mask > into memory
Reclaim paths from NMP

Fetch the multipathing
information for the LUN i i mﬁ;s—PATH

!

Create a CLAIM RULE
for each of the paths
corresponding to the

LUN

How to do it...
The following procedure will help you mask paths to a LUN:

1. Get the NAA ID of the LUN, which needs to be masked, by issuing the following
command. The following command will list all the NAA IDs seen by the ESXi:

esxcfg-scsidevs -u
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2. Get the multipathing information of the LUN by issuing the following command
syntax:

esxcfg-mpath -1 -d <naa-id of the LUN>

3. Create a claim rule for each of the paths to the LUN by issuing the following
command syntax:

esxcli storage core claimrule add -r <rule number> -t location -A
<hba> -C <channel number> -L <LUN Number> -P MASK_PATH
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0 -p
0o -L 0 -F

i

i

i

i

i
runtim
file
file
file
runt itme

4. Load the rules on the file into the memory by issuing the following command:

esxcli storage core claimrule load

Plugin

lun=0

memaory

runtime
ol

runtime wven MNP
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5. Reclaim the paths for MASK_PATH for NMP by using the following command
syntax:

esxcli storage core claiming reclaim -d <NAA ID of the LUN>

the paths from NMP to

to find the o
iy maske MASK_PATH

Unmasking paths to a LUN

It is possible to unmask paths to a LUN. Deleting the claim rules, which were created to
assign the ownership of the paths to the MASK_PATH plugin, and unclaiming the paths from
the plugin, does this. Understanding how the paths to a LUN are masked will be a good
starting point for this task. Read the recipe Masking paths to a LUN before you begin.

The following flowchart provides a high-level overview of the unmasking procedure.

Identify and Remove
the claim rules
coressponding to the
LUN

'

Reload the CLAIM

RULUES into the
memory

Rescan the HBAs

v

v

Unclaim all the paths
from the MASK_PATH
Plugin

List the paths
correspondinfg to the
LUN to verify visibility
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How to do it...
The following procedure will help you unmask paths to a LUN:

1. Identify the claim rules corresponding to the LUN and remove them:

esxcli storage claimrule remove -r <rule ID>

core claimrule remove -r

runt ime
runtime
runt ime

2. Now that the rules have been deleted from the file, reload the claim rules to the
memory to remove the runtime entries. Issue the following command to load the

rules in the memory:
esxcli storage core claimrule load

3. The runtime entries for 120 and 121 will be removed from the memory because

they don't have a corresponding file entry.
4. Unclaim all the paths for the LUN from the MASK_PATH plugin by using the

following command syntax:

esxcli storage core claiming unclaim -t location -A <HBA> -C
<Channel> -L <LUN ID> -P MASK_PATH

Examples:
esxcli storage core claiming unclaim -t location -A vmhba33 -C 0 -L

0 -P MASK_PATH
esxcli storage core claiming unclaim -t location -A vmhba33 -C 1 -L

0 -P MASK_PATH
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5. Issue a rescan on the HBAs using the following syntax:

esxcfg-rescan <HBA>
Example:
esxcfg-rescan vmhba33

6. Verify the LUN's visibility by listing all the paths corresponding to it, using the
following command syntax:

esxcfg-mpath -1 -d <naa-id of the LUN>
Example:
esxcfg-mpath -1 —-d naa.6000eb30adde4c1b0000000000000112
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Managing Access to the iISCSI
and NFS Storage

In this chapter, we will cover the following topics:

¢ Adding the software iSCSI adapter

¢ Configuring iSCSI multipathing using port binding
¢ Configuring access to an iSCSI Target Server

¢ Creating NFSv3 datastores

Creating NFSv4 datastores with Kerberos authentication

Introduction

Both iSCSI and NFS are storage solutions that can leverage the existing TCP/IP network
infrastructure. Hence, they are referred to as IP-based storage. Before we start learning how
to configure them, let's delve into some iSCSI and NFS fundamentals.

iISCSI fundamentals

The Internet Small Computer Systems Interface (iSCSI) is a protocol used to transport
SCSI commands over a TCP/IP network. In an iSCSI environment, the client machine (in
this case, an ESXi host) uses iSCSI initiators (hardware/software) to connect to iSCSI targets
on an iSCSI storage system.
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Let's review some of the iSCSI terminology that you will need to be aware of before you
learn how to configure and manage access to iSCSI storage:

¢ iSCSI initiator: This is a software/hardware adapter that resides on an ESXi host
and has the ability to connect to an iSCSI target. The software iSCSI adapter is
built into the VMkernel and can be enabled when intended. The hardware iSCSI
adapter can be of two types: dependent and independent. While the dependent
iSCSI adapter handles the packet processing, it is still reliant on ESXi for its
network configuration and management. The independent iSCSI adapter
provides for both configuration and packet processing.

¢ iSCSI target: This is a network interface on the iSCSI array or on a LUN. Some
arrays, such as Dell EqualLogic and HP StoreVirual, present each LUN as a
target.

With vSphere 6.5, unlike the previous versions, the iSCSI initiator and the
iSCSI target can now be on two different layer-2 subnets.

e iSCSI portal: This is a combination of the iSCSI target's IP address and the
listening port (default: 3260). An iSCSI portal at the initiator is the IP address of
the VMkernel interface.

e iSCSI session: This is a TCP/IP session established between an iSCSI initiator and
an iSCSI target. Each session can have one more connection to the target. In the
case of software iSCSI, a session is established between each bound VMkernel
interface and an iSCSI target. For example, if there are two VMkernel interfaces
bound to the iSCSI initiator, then the initiator will establish two separate sessions
for each target it discovers.

¢ iSCSI connection: Each iSCSI session can have multiple connections to the iSCSI
target portal.

e CHAP: The Challenge Handshake Authentication Protocol (CHAP) is used by
iSCSI to make sure that the initiator and target establish a trusted and secure
connection.

e Dynamic Discovery: This is a commonly used target discovery mechanism,
which comes in handy when the iSCSI server has made a large number of
LUNs/targets via its target portal.

e Static Discovery: Unlike the Dynamic Discovery mechanism, static discovery
does not see every LUN/target exposed via the target portal. Instead, it only sees
the specified targets.
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NFS fundamentals

Network File System (NFS) is a protocol used to process shared access to a filesystem
location, such as a folder, over the TCP/IP network. VMware added support for NFS 4.1
with vSphere 6.0 and with vSphere 6.5 is now supported for use with vSphere Host Profiles.
vSphere 6.5 supports both the NFS versions.

NFS exports—are folder shares created on the NFS server's local filesystem to be used by
the NFS client; which in this case is an ESXi host.

NFS datastore—an NFS mount that connects to an export on the NFS server. In this way,
the NFS server allows the ESXi host to access its filesystem, but the access is restricted to the
NFS export.

Adding the software iSCSI adapter

For an ESXi host to be able to access iSCSI targets, it needs to be configured with an iSCSI
initiator (adapter). For cases where you do not have hardware iSCSI initiators available,
VMkernel has a software iSCSI adapter built into it; however, it is not enabled by default.

Getting ready

The software iSCSI adapter will use the VMkernel network stack to establish sessions with
the iSCSI targets. Hence, by default, it will use the management network's VMkernel
interface (vimkO0). It is recommended that you create a different VMkernel interface for
iSCSI. This will become essential when the management network is in a different subnet
than the IP storage network.

How to do it...
The following procedure will help you enable the software iSCSI adapter:

1. Log in to the vCenter Server, using the vSphere Web Client and use the key
combination Ctrl + Alt + 2 to switch to the Host and Clusters view.
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2. Select the desired ESXi host, navigate Configure | Storage | Storage Adapters,

click on the + icon ,and select Software iSCSI adapter:

~ [J Clustera Storage Adapters | G .
2 esx03vdescribed.lab (mainter, A

[B esx04.vdescribed.lab

4]
=1
g
&
@
@
2 |l

3¢S adapter | E Type

Ultra320 SCSI

Storage Devices

Datastores el

Navigator X | [@ esx03vdescribediab 7. B, | [ [By | {chActions ~
‘BE—CK Getting Started  Summary  Moni Conﬂgure|F‘ermissi0ns VMs Datastores Metworks Update Manager
=]
J @ | 15_3’] g “ Storage rs
w [)vcsab501 vdescribed. lab N
+ [ SITE A DATACENTER © ShET ¢ i 5~

Status

& DB vmhba SCsl Unknown
1 DRVRO Host Cache Configuration PIIX4 for 430TX/440BX/MX IDE Controller

& pscot Protocol Endpoints vmhbal Block SCSI | Unknown
& psco2 IO Filters vmhbat4 Block SCSI | Unknown

Identifier

3. In the Add Software iSCSI Adapter dialog box, click OK to add the adapter:

esx03.vdescribed.lab - Add Software iSCSI Adapter

Jom

the Adapter Details section to complete the configuration.

Cancel

OK

Anew software iISCS| adapter will be added to the list. After it has been added, select the adapter and use

4. The Recent Tasks pane should show two tasks—Change Software Internet SCSI

Status and Open firewall ports—completed successfully:

[| Recent Tasks

iy~

Task Name Target Status

Open firewall ports Q esx03vdescribedl... | ¥ Completed
Change Software Internet SCSI Status [@ esx03vdescrivedl.. + Completed
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5. The Storage Adapters section should now list an iSCSI Software Adapter:

Storage Adapters

B L8 M@

Adspter Type Status dentifier

53c1030 PCI-X Fusion-MPT Dual Ultra320 SCSI

vmhba1 scsl Unknown

PliX4 for 430TX/440BX/MX IDE Controller

vmhba0 Block 3C3I  Unknown

vmhbatd Block SCSl | Unknown

iSCSI Software Adapter

vmhbaB5s J ISCSI Online iqn.1998-01.comvmware:esx03-725b7al2

4
Adapter Details
Properties | Devices Paths Targets Metwork PortBinding  Advanced Options

Adapter Status

Status Enabled \/

General
Name vmhbats
Model ISCS| Software Adapter
iISCSI Name ign.1998-01.comvmware:esx03-72507a02 \/
iSCSI Alias

Target Discovery Send Targets, Static Targets

How it works...

When you add a software iSCSI adapter, all it does is enable the adapter and open all
outgoing connections for TCP port 3260 in the ESXi firewall.
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To view the firewall rule for Software iSCSI, select the ESXi host, navigate to Configure |
System | Security Profile, and review the Outgoing Connections section:

B esx03vdescribeddab | [ By |

|25 By | {gActions ~

Getting Started Summary  Monitor | Configure | Permissions VMs Datastores Metworks Update Manager

“ wsanvp 8080 (TCP) All “
w Networking - vSphere Web Access 80 (TCP) All
Virtual switches « Outgoing Connections
VMkemel adapters CIM SLP 427 (UDP,TCP) All
Physical adapters DVSSync 8301,8302 (UDP) All
TCPIIP configuration HBR 44046,31031 (TCP) All
Advanced NFC 902 (TCP) Al
EAURIERMRICE s Replication-to-Cloud Traffic 10000 (TCP) Al
VM Startup/Shutdown WOL 9 (UDP) Al
Agent VM Settings Virtual SAN Clustering Service  12345,12321,23451 (UDP) Al
Swap file location
g DHCP Client 68 (LUDP) All
Default VM Compatibility . .
DNS Client 53 (UDP,TCP) All
¥ System
dynamicruleset 2055 (UDP) All
Licensing
Fault Tolerance 80,8300 (TCP) All
Host Profile
Software iSCSI Client 3260 (TCP) All V/ |
Time Configuration
rabbitmaproxy 5671 (TCP) All
Authentication Services
Virtual SAN Transport 2233 (TCP) Al
Certificate
wCenter Update Manager 80,9000 (TCP) All
Power Management
Advanced System Settings whotion 8000 (TCP) All
VMware vCenter Agent 902 (UDP) All

System Resource Reservation

Security Profile vsanvp 8080 (TCP) All

Configuring iSCSI multipathing using port
binding

By default, ESXi generates a single path between the software iSCSI adapter and the iSCSI
targets, unless the iSCSI array is a multi-portal array allowing target access via more than
one network interface. To enable load balancing or redundancy for iSCSI traffic egressing
an ESXi host, you will need to bind multiple VMkernel interfaces (vmk) to the software
iSCSI adapter. There is an important catch to this type of configuration though, that is that
the Vmkernel interfaces and the iSCSI target portals cannot be on disparate network

subnets. In other words, they should be in the same broadcast domain (VLAN). This does
not mean that iSCSI does not support routing; it is only a limitation with the port binding.
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Port binding is only done with the software iSCSI adapter and dependent
hardware iSCSI adapters.

Getting ready

Create two VMkernel interfaces on two separate distributed port groups, with IP addresses
in the same subnet as the iSCSI target portal:

VMkernel adapters

2@/ X b Q Fiter -
Device Network Label Switch IF Address TCP/IF Stack
vmkd | @ ManagementMNetw... §F vSwitch0 192.168.70.99 Default
vmk3 @ DEVKERGROUPO1 i} DevSwitch01 192 168.200.25 Default
vmk2 | & StoragePG @ ProdDSwitch 192.168.70.55 Default
vmk1 iSCSI-PGO1 &= ProdDSwitch 192168.70.76 Default
vmkd 2 iSCSI-PG02 } @= ProdDSwitch 192.168.70.77 Default

Configure the NIC teaming on the distributed port groups, in such a way that there is only
a single active adapter and the other adapters are unused:

E% iSCSI-PGO1 - Edit Settings f% iSCSI-PGO2 - Edit Settings
General Load balancing: [ Route General Load balancing: [ Rout
Advanced Network failure detection: | Link st Advanced Network failure detection: | Link
Security } ) (vae i Ev—
Motify switches: | Yes SR Motify switches: | Yes
Traffic shaping X T Traffic shaping ——
Failback: | ves Failback: | Yes
VLAN ) VLAN
‘eaming and failover Failover order eaming and failover Failover order
Monitoring ik Monitoring i
Traffic filtering and marking o j’ Active uplinks Traffic filtering and marking j’ Active uplinks
Miscellaneous 1 Uplink 3 v/ Miscellaneous 01 Uplink 4 v
Standby uplinks Standby uplinks
Unused uplinks Unused uplinks
Uplink 2 Uplink 1
Uplink 1 Uplink 2
Uplink 4 Uplink 3
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How to do it...
The following procedure will help you bind VMkernel adapters to the iSCSI adapter:

1. Once you are done with creating the VMkernel interfaces and distributed port
groups as instructed in the Getting ready section, go to step 2.
2. Use the key combination Ctrl + Alt + 2 to switch to the Host and Clusters view,

select the ESXi host and navigate to Configure | Storage | Storage Adapters, and
select the iSCSI adapter:

Navigator X | [} esxOdvdescribedlab = [ = [ ) [ | {ohActions v
4 Back

(@ | @ B8 a

Getting Started  Summary Muro(:onﬂgnre‘F’ermlssluns WMs Datastores Networks Update Manager

| " Storage Adapters
[ vcsab501 vdescribed.lab
w Storage - .
[ SITE A DATACENTER B L8 h-
~ B Clustera Storage Adapters (i Adapter Type Status Identifier
03vdescribed.lab ten. .. -
esx “escre Ib {maiten SRR 53c1030 PCI-X Fusion-MPT Dual Ultra320 SCSI
esx04 vdescribed |al
Datastores =
51 DBO' . vmhbail scsl Unknown
1 DRVRO Host Cache Configuration PlLX4 for 430TX/440BX/MX IDE Controller
& pscot Protocol Endpoints vmhbal Block SC51 | Unknown
& pscd2 1O Filters vmhbab4 Block SCSI | Unknown
(ptestvm ~ Hetworking iSCSI Software Adapter
gD:::sme . e umhbass iscal Online 1qn.1998-01.com vmware-esx04-64a77 ear

3. With the iSCSI adapter selected, navigate to its Network Port Binding tab and

click on the + icon to bring up the Bind vmhbaXX with VMkernel Adapter
window:

iSCSI Software Adapter

vmhbats ISCSI Online iqn.19938-01.com.ymware:esx04-64ar77esf

Adapter Details

Properties Devices Paths Targetsauemorhponﬂinding Advanced Options

o
1
+0

Port Group VMEkermel Ad...  Port Group Policy Path Status Physical Metwork Adapter

Mo ¥MEernel network adapters are bound to this iISCS1 host bus adapter.
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4. On the Bind vmhbaXX with VMkernel Adapter window, select the distributed
port groups that were created for binding and click OK:

esx04.vdescribed.lab - Bind vmhba65 with ViMkernel Adapter

VMkernel network adapter

Only WMkernel adapters compatible with the iSCSI port binding requirements and available physical network adapters are listed.

Port Group Vikernel Adapter Physical Metwork Adapter -
[] # Management Network (vSwitchQ) wmko vmnicO (1 Gbit's, Full)

[l iSCSI-PGO1 (ProdDSwitch) l vmk1 vmnic3 (1 Gbitls, Full)

[ ISCSI-PG02 (ProdDSwitch) j o vmk4 vmnic4 (1 Gbit's, Full)

- vmnici (1 Gbit's, Full)
- vmnic2 (1 Ghit's, Full) i

L3
e OK ]| Cancel ||

5. Once this is done, you will see the VMkernel adapters listed under the Network
Port Binding. The Path Status is Not used because we have not configured any
iSCSI targets yet. It also recommends a rescan, which again is not required at this
point in time, because we don't have targets configured:

vmhbati4 Block SCSI | Unknown

Due to recent configuration changes, a rescan ofthis storage adapter is recommended.
Adapter Details

Properties Devices Paths Targets | Metwork Port Binding | Advanced Options

=

Port Group VMEemel Ad... | Port Group Policy Path Status Physical Network Adapter
iSCSI-PGO1 (Prod... vmk1 1 @ Compliant < Motused vmnic3 (1 Gbit's, Full)
ISCSI-PG02 (Prod...  [E8 vmk4 j & Compliant <> Motused vmnic4 (1 Gbit's, Full)

The next step is to configure access to an iSCSI target, which is covered in
the next recipe Confiquring Access to an iSCSI Target Server.
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6. Once you have configured access to a target server, you should see the Path
Status for each of bound interface change to Active:

Properties Devices Paths Targets | Network Port Binding | Advanced Options

&

Port Group VIMeemel Ad... | Port Group Policy Path Status Physical Metwork Adapter
ISCSI-PGO01 (ProdDSwitch) EE vmk1 @ Compliant j'O Active l vmnic3 (1 Ghit's, Full)
ISCSI-PGO2 (ProdDSwitch) [ wmkd & Compliant ]:_Q Active f vmnic4 (1 Gbit's, Full)

How it works...

The number of paths made available for the iSCSI initiator will depend upon the type of
iSCSI storage array.

With single portal arrays, the storage array exposes a single portal to be discovered by the
source (initiator). Hence, the number of paths to such an array will depend on the number
of VMKkernel interfaces associated with the iSCSI initiator. The process of associating
VMkernel interfaces with an iSCSI initiator is called port binding. We will learn more about
port binding in the Configuring iSCSI multipathing using port binding section of this chapter.
Arrays such as the HP's HPE StoreVirtual and Dell EqualLogic are examples of single portal
arrays.

With multi-portal arrays, the storage array exposes multiple portals to be discovered by the
iSCSI initiator. Therefore, the number of paths to the array will not only depend on the
number of VMkernel ports bound to the iSCSI initiator but also the number of portals
exposed. For instance, if two VMkernel ports are bound to the iSCSI initiator discovering
four target portals, then the number of paths to the iSCSI target is eight.

With multi-target arrays, the storage array can have more than one iSCSI targets, with one
or more portals associated with them.

The formula for calculating the number of paths possible is dependent on the number of
sources (VMkernel port) and target portals and not the number of targets:

Total number of paths = (Number of Source Portals) x (Number of target portals).
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Here, the source portal is nothing but the VMkernel interfaces bound to the iSCSI initiator.

When you view the multipathing information for single/multi-portal arrays from the
vCenter GUI, every discovery portal will be listed as a target. These targets will have the
same IQN, but different portal IP addresses associated with them. However, for multi-
target arrays, you will see targets with different IQNs as well.

multipathing. The When not to use port binding section of the VMware
Knowledge Base article—2038869 (https://kb.vmware.com/s/article/

8 There are cases when port binding should not be used to achieve
2038869) has more details.

Configuring access to an iSCSI target server

For the ESXi server to be able to see iSCSI targets/LUNSs, the iSCSI adapter needs to be
configured with the details of the iSCSI target server. The target server is nothing but an
iSCSI array. Here, the term target can refer to the network interfaces on the iSCSI array or
individual LUNSs. The definition changes depending on the type of array being used. For
example, a Dell EqualLogic array will present its LUNs as targets.

Getting ready

To configure the access to an iSCSI target server, we'll need following setup in place:

¢ Discoverable IP address of the iSCSI target server and the port number to use.

e CHAP authentication details (if any).

¢ The iSCSI array should be configured to allow access to the iSCSI initiator. You
will need the iSCSI adapter IQN handy for this activity.

¢ The iSCSI array has to be configured to allow the necessary LUNs to be
discovered.
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How to do it...

The following procedure will help you configure access to an iSCSI target server:

1. Log in to the vCenter Server using the vSphere Web Client, use the key
combination Ctrl + Alt + 2 to switch to the host and clusters view, select the ESXi
host, navigate to Configure | - | Storage Adapters, and select the iSCSI adapter:

Havigator X [0 esx0dvdescribedlab | By = . || [B | fghActions -
4 Back Getting Started  Summary rulareconﬂgllre | Permissions VMs Datastores Networks Update Manager
2 8
_| o u “ Storage Adapters
~ [l vcsa6501 vdescribed.lab
[l SITE A DATACENTER v Storage BB oy
» [ Clustera Siorage Adapters (g Adapter Type Status |dentifier
g esx03vdescrivedla. ji
. AETREE R vmhbao Block SCSI  Unknown
B esx04.vdescriber g T
) DBO1 ISSHIES vmhbab4 Block SCSI | Unknown
% DRVRD Host Cache Configuration iSCSI Software Adapter
& pscot Protocol Endpoints vmhbab5 iscsl Online iqn.1998-01.com.vmware:esx04-64a77e8f

2. With the iSCSI adapter selected, navigate to Targets | Dynamic Discovery and
click on Add... to bring up the Add Send Target Server window:

vmhbats ISCSI Online iqn.1998-01.com.vmware:esx04-64a77 esf

4
Adapter Details

Properties Devices Paths | Targets | Metwork Port Binding  Advanced Options

| Dynamic Discovery | Static Discovery |

Add... | Remaove Authentication..

This listis empty.
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3. On the Add Send Target Server window, supply the IP address and the port
number of the target portal and click OK:

vmhba65 - Add Send Target Server (?)

iSCSI Server. |192.1EE.?D.24| ﬂ |

Port: |

Authentication Settings

Uncheck to use

target
[W] Inherit settings from parent R

specific CHAP
settings

-

4 1 3

Q.

4. The Targets tab of the initiator will now list the iSCSI target server. Issue a rescan
to discover LUN presented to the ESXi host:

iSCSI Software Adapter
& vmhbats iSCsl Online iqn.1998-01.comvmware: esx04-64a77e8f

Due to recent configuration changes, a rescan of this storage adapter is recommended.

dapter Details

Properties  Devices Paths | Targets | Metwork Port Binding  Advanced Options

Dynamic Discovery | Static Discovery |

iSCS| server

192.168.70.24:3260 +
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How it works...

Once an iSCSI target server is added, a SEND TARGETS command is sent to the target server
from each of the bound VMkernel (vink) interfaces. In response, the target server will send
a list of targets presented to the iSCSI initiator. The target list received from the array will be
listed in the Static Discovery tab, as shown in the following screenshot:

Properties Devices Paths | Targets | Metwork Port Binding  Advanced Options

Dynamic Discovery ' Static Discovery |

[ Add. || Remove |
iSC5| server Target Mame
192 168.70.24:3260 iqn.2003-10.com lefthandnetwaorks:ps-magmt-group:496:extentvol 1
192.168.70.24:3260 iqn.2003-10.com.lefthandnetworks:ps-mgmt-group:503:labds-s5-1 j
In the Devices tab, all of the LUN devices discovered will be listed:
Properties | Devices | Paths Targets Metwork Port Binding  Advanced Options
{5 All Actions » [15+ Q -
Meme LUN ype Capacity Operational... Hardware Acceleration
LEFTHAND iSCSI Disk (naa.5000eb333cfaef360000000000000177) 0 | disk 500GB | Attached Supported
LEFTHAND iSCSI Disk (naa.5000eb333cf6e5360000000000000170) 0  disk 200GB  Aftached Supported

If you review a full list of all paths to all the discovered targets (LUNS) then, in this case,
you should see two paths for each target. This is because we bound two VMkernel
interfaces to the iSCSI initiator and HPE StoreVirtual is a single portal array:

Properties Devices | Paths | Targets MNetwork PortBinding Advanced Options

Runtime Name Target

LUN Status
vmhbag5:C1:T1.LO ign.2003-10.com.lefthandnetworks:ps-mgmt-group:503:1abds-55-1:192.168.70.22:3260 0 @ Active [|.|’O::1 \/
vmhbat5:C0:T1:.L0 ign.2003-10.com.lefthandnetworks:ps-mgmt-group:503:labds-s5-1:192.168.70.22:3260 0 @ Active j
vmhbats:C1:To:LO iqn.2003-10.com.lefthandnetworks:ps-mamt-group:496: extentvol: 192 168 .70.22: 3260 0 @ Active [Is'Oj:I \/
vmhbat5:C0:TO:LO ign.2003-10.com.lefthandnetworks:ps-mgmi-group:496:extentvol: 192 168.70.22:3260 0 ¢ Active j
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Creating NFSv3 datastores

NFS Storage is network attached like the iSCSI storage. However, unlike the iSCSI storage,
NFS does not provide access to block storage. NFS Server's operating system maintains its
own filesystem and exports filesystem locations (folders in most cases) for access from an
NFS client. Hence, ESXi cannot format an NFS export to put VMEFS on it, instead, they are
simply mounted. In this recipe, we will learn how to create NFS datastores (mounts).

Getting ready

You will need the FQDN/IP address of the NFS server and the folder path (export)
information handy before you proceed. Your storage admin can provide you with this
information. NFS will also require a VMkernel interface to connect to the storage. Hence,
you should make sure that one is already created for this purpose.

At the NFS server, configure to allow root access to your shares. It is
commonly referred to as no_rootsquash.

How to do it...

The following procedure will help you create an NFS datastore:

1. Log in to the vCenter Server using the vSphere Web Client, use the key
combination Ctrl + Alt + 2 to switch to the host and clusters view, right-click on
the desired ESXi host, and go to Storage | New Datastore...:

EE"-FU“VUE"—‘-CF“" A darmal VMES 5 3L
& DBOA ¥ Deploy OVF Template... formal  VMFS6 2991
ﬁj DRVRO Connection » dormal VMFS 6 475
& psco Maintenance Mode »

(3 psco2 Power »

Fiptestvm

ﬁbvcsaESM Certificates »

CUTC o 5 i evousoe o

& :JRADR ) Add Networking.. ] Resc§n Storage... -

&1 WebServer0 |1 Add Virtual Flash Resource Capacity...
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2. On the New Datastore wizard, set the Type as NFS and click Next to continue:

#3 New Datastore

93 1 Type Type

Specify datastore type.

2 Select NFS version

3 Name and configuration () VMFS

4 Ready to complete Create a VMFS datastore on a disk/LUN.
(=) NFS

Create an NFS datastore on an NFS share over the network.

() Wol

Create a Virtual Volumes datastore on a storage container connected to a storage provider.

3. On the Select NFS version screen, select NFS 3 and click Next to continue. Keep
in mind that it is not recommended to mount an NFS export using both NFS 3
and NFS 4.1 client:

New Datastore 2 W
+ 1 Type Select NFS version
Selectthe NFS version
Rl 2 Select NFS version
3 Name and configuration (#)NFS 3
4 Ready to complete MFS 3
() NFS 44
NFS 4.1

& Use only one NFS version to access a given datastore. Consequences of mounting one or more hosts to the same datastore using
different versions can include data corruption

4. On the Name and configuration screen, supply a Datastore name for the
datastore, the NFS export folder path, and NFS server's IP address or FQDN. You
can also choose to mount the share as read-only, if desired:
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3 New Datastore 7m0
v 1 Type Name and configuration
Specify name and configuration
~ 2 Select NFS version
3 Name and configuration 0 If you plan to configure an existing datastore on new hosts in the datacenter, itis recommended to use the "Mount to additional hosts™

4 Ready to complete action instead

Datastore name: |DSD1_DS

Y
{

Folder: [pso1 )-o \
|

E.g: MolsivolDidatastore-001
Server: [labdcvdescribedlab 7 ‘
E.g: nas, nas.it.com or 192.168.0.1

‘ [] Mount NFS as read-only |

5. On the Ready to complete screen review the setting and click Finish to mount

the NFS export:
3 New Datastore 7 M
v 1 Type Ready to complete
Review your settings selections before finishing the wizard.
+ 2 Select NFS version
+~ 3 Name and configuration
General
4 4 Ready to complete Name: DS01 DS
Type NFS 3
NFS settings
Senver: labdc.vdescribed.lab
Folder: Ds01
Access Mode: Read-write
Back Finish Cancel ||

6. Once done, you should see the NFS mount listed as one of the datastores:

Datastores

3 New Datastore. | g Register VM. (g Browse Files (@ Refresh Capacity Information [z} Manage Storage Providers | {gj Actions +

Name Status Type Datastore Cluster | Capacity Free

B datastore @ Normal VYMFE 5 325 GB 31.55 GB
B vCsA_DS & Normal VYMFS 6 20975 GB 24886 GB
[ snap-78e9b26a-LABDS & Normal YMFS 6 475 GB 334 GB
BDsiDns @ Normal  NFs3 o/ 40 GB 3991 GB
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How it works...

By default, you can only create eight NFS mounts per ESXi server. Although this limit can be
increased up to 256 by using the advanced setting NFS . MaxVolumes, increasing this limit
would generally require an increase in the minimum amount of VMkernel TCP/IP heap
memory. The minimum heap memory value can be specified using the advanced setting
Net.TcpipHeapSize. You can also set the maximum amount of heap size using the
advanced setting Net . TcpipHeapMax. Most vendor documentation will have guidelines
regarding the configuration of these parameters. Make sure you refer to them before you
modify the defaults.

For more information regarding the TCP/IP heap size value, read the VMware Knowledge
Base article—2239 (https://kb.vmware.com/kb/2239).

Creating NFSv4.1 datastores with Kerberos

authentication

VMware introduced support for NFS 4.1 with vSphere 6.0. vSphere 6.5 added several
enhancements:

e [t now supports AES encryption
¢ Support for IPv6
e Support Kerberos integrity checking mechanism

In this recipe, we will learn how to create NFS 4.1 datastores. Although the procedure is
similar to NFSv3, there are a few additional steps that needs to be performed.

Getting ready

The following setup is required for Creating NFSv4.1 datastores with Kerberos
authentication:

e For Kerberos authentication to work, you need to make sure that the ESXi hosts
and the NFS server are joined to the Active Directory domain

¢ Create a new or select an existing AD user for NFS Kerberos authentication

¢ Configure the NFS server/share to allow access to the AD user chosen for NFS
Kerberos authentication
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How to do it...

The following procedure will help you mount an NFS datastore using the NFSv4.1 client
with Kerberos authentication enabled:

1. Log in to the vCenter Server using the vSphere Web Client, use the key
combination Ctrl + Alt + 2 to switch to the host and clusters view, select the
desired ESXi host, navigate to its Configure | System | Authentication Services
section, and supply the credentials of the Active Directory user that was chosen
for NFS Kerberos authentication (Read the Getting ready section of this recipe):

[ esx04vdescribeddab = B 2 [ 10 By | {ShActions -

Getting Started  Summary  Monitor | Configure | Permissions VMs Datastores  MNetworks  Update Manager
44 -
» Storage +| Smart Card Authentication
» Networking Smart Card Authentication
» Virtual Machines When enabled, the Smart Card Authentication Mode requires a Smart Card to allow the access to the
Direct Console Ul of the server.
+ System
Smart Card Mode Disabled
Licensing
Certificates Subject |ssuer Walid To
Host Profile
This listis empty.
Time Configuration
Authentication Services =
- Click Edit to supply the an
Certificate
AD UserName and Password
Power Management for NFS Kerberas
Advanced System Settings Authentication
System Resource Reservation
Security Profile NF S Kerberos Credentials Clear Credentials :IEdit...
System Swap State Enabled
» Hardware User name nfsuser

. Right-click on the desired ESXi host and go to Storage | New Datastore to bring-
up the Add Storage wizard.
On the New Datastore wizard, set the Type as NFS and click Next to continue.

. On the Select NFS version screen, select NFS 4.1 and click Next to continue.

Keep in mind that it is not recommended to mount an NFS export using both
NFS 3 and NFS 4.1 client.
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5. On the Name and configuration screen, supply a name for the datastore, the NFS
export's folder path, and the NFS server's IP address or FQDN. You can also
choose to mount the share as read-only, if desired:

v 1 Type Hame and configuration

Specify name and configuration.
" 2 Select NFS version

@ !'fyou plan to configure an existing datastore on new hosts in the datacenter, it is recommended to use the "Mount to additional
Configure Kerberos hosts” action instead.
authentication
5 Ready to complete Datastare name: |0F_DS \l |
Folder: |rmnwmgpmtof_asmrsharemr > |
E.g: /datastore-001 |
Server(s): Iofnas.vdescribed lab } |-|-

E.g: nas, nas.it.com or 192.168.0.1

@ 'fthe server that will back this datastore has trunking enabled, you can enter additional IPs above, which the ESXi host will use
to achieve multipathing to this NFS server mount point.

Servers to be &

o
a
I
o

0 items i

| [ Mount NFS as read-only |

6. On the Configure Kerberos authentication screen, check the Enable Kerberos-
based authentication box, choose the type of authentication required, and click
Next to continue:

v 1 Type Configure Kerberos authentication

The MFS 4.1 client can secure NFS messages using Kerberos. You can enable the requisite security level below.
~ 2 Select NF5 version

3 IETETLEIETTT [¥ Enable Kerberos-based authentication

4 Configure Kerberos .
authentication (=) Use Kerberos for authentication only (krb5)

5 Ready to complete () Use Kerberos for authentication and data integrity (krb5i)

& To use Kerberos authentication, each host that mounts this datastore has to be a part of an Active Directory domain and its
MFS authentication credentials need to be set. This is done on the Authentication Services page on each host

7. On the Ready to complete screen, review the settings and click Finish to mount
the NFS export.
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Storage |10 Control, Storage
DRS, and Profile Driven
Storage

Storage IO Control, Storage DRS, and Profile Driven Storage. In this chapter, we will cover
the following recipes:

e Setting disk shares on virtual machines disks
Enabling Storage I/O Control (SIOC)

Using storage DRS

Integrating a VASA provider with the vCenter Server

Using vCenter tags to define storage capabilities

Creating VM storage policies
Assigning VM storage policies

Introduction

In the previous two chapters, we learned how to configure and manage access to FC, iSCSI,
and NFS storage devices. Once we present storage devices to the ESXi host or a cluster of
ESXi hosts, the business would start using them by hosting live virtual machine data on
them.
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As time progresses, more and more virtual machines are added to the mix and consume
storage capacity in terms of space and throughput. Hence it becomes important to, not only
fine-tune the process of placing the VMs on datastores backed by the correct type of storage
tier, but also control the space and bandwidth utilization among all the virtual machines.

Storage I/O Control is one of the mechanisms to use ensure a fair share of storage
bandwidth allocation to all VMs running on shared storage, regardless of the ESXi host the
virtual machines are running on.

Storage DRS monitors datastore space utilization and SIOC metrics to redistribute VM files
among datastores in a datastore cluster. It also provides initial placement recommendations
when deploying virtual machines into the datastore cluster.

Storage Policy Based Management (SPBM) helps a vSphere administrator create virtual
machine storage policies, to enable selection of datastores based on their storage
characteristics, which are either user defined or learned using a VASA provider.

Settings disk shares on virtual machine
disks

Every ESXi host runs a local scheduler to monitor and balance the I/O between the virtual
machines. If there are virtual machines generating a considerable amount of I/O (more than
normal), then it is important to make sure that the other virtual machines running on the
same datastore remain unaffected, in a manner that they should be allowed to issue I/O to
the device with performance expected. This can be achieved by setting per-disk (vmdk)
shares thereby controlling the volume of I/O each participating virtual machines can
generate, during contention. Disk shares works pretty much like the CPU or memory shares
and would only kick-in during contention. The default virtual disk share value is 1,000,
high being 2,000 and low being 500. The disk with a relatively higher share value will get to
issue a larger volume of I/O to the device.

How to do it...

Every virtual disk (VMDK) will have a normal (1,000) share value set on it, by default. The
following procedure will help you modify disk shares on a virtual machine:

1. Connect to the vCenter Server using the web client and switch to the Virtual
Machines and Templates view using the key combination Ctrl + Alt + 3.

2. Right-click on the desired VM and go to Edit Settings...:
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|E§§§Ei@@§ii§ Template >
£ VRADR

5 WebServer01 Fault Tolerance »
» fasite B VM Policies N
Compatibility N

Export System Logs...

Hjy Edit Resource Settings...
W Edit Settings...

3. In the Edit Settings window, click on the hard disk you intend to modify the
shares and use the shares drop-down box to choose between, High (2,000),
Normal (1,000), Low (500) or Custom (user-defined share value). Once you have
set the desired shares value, click OK to confirm and exit:

51 VMOA - Edit Settings (2} M

[ virtual Hardware \ VM Options | SDRS Rules | vApp Options |

» [ cpPu [ -] @
» WK Memory | 1024 |v || mB |v|
~ (2 Hard disk 1 e 8 Sles |+
Maximum Size 15.96 GB
VM storage policy | Datastore Default | - | i ]
Type Thin provision
Sharing | Mo sharing |v|
Disk File [e=x03_localD 3]
VMO1/hbrimagedisk.RDID-ede528d9-
7094-4a00-b975-afe36fbBe241 . vmdk
Shares | Narmal [+ || 1.000
Limit- 10Ps
Virual flash read cache Advanced
Disk Mode (i}
Virtual Device Node [ scsioo) [~
» SC8l controller 0 L&l Logic Parallel
» [ Network adapter 1 [ vm Network |v| [] connect...
» (@) CD/DVD drive 1 | Host Device |+ | [] Connect... M
New device: | —— Select—— |v|

Compatibility: ESXi 6.0 and later (VM version 11)

Q-

Cancel
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Enabling Storage 1/0 Control (SIOC)

The use of disk shares will work just fine as long as the datastore is seen by a single ESXi
host. Unfortunately, that is not a common case. Datastores are often shared among multiple
ESXi hosts. When datastores are shared, you bring in more than one local host scheduler
into the process of balancing the I/O among the virtual machines. However, these lost host
schedules cannot talk to each other and their visibility is limited to the ESXi hosts they are
running on. This easily contributes to a serious problem called the noisy neighbor situation:

ESX-01 ESX-02 ESX-03
VM-A VM-D VM-E
1000 1000 1000
Shares Shares Shares

VM-C
VM-B 2000 Shares 1000
Shares

Local I/O Scheduler

VM-F 2000 Shares

Local I/O Scheduler

Local I/O Scheduler

QLEN 64

Figure: Noisy neighbour Without SIOC

The job of SIOC is to enable some form of communication between local host schedulers so
that I/O can be balanced between virtual machines running on separate hosts. We will learn
more about how SIOC functions in the How it works... section of this recipe. Before that, we
will learn how to enable SIOC.

How to do it...
The following procedure will help you enable SIOC on a datastore:

1. Connect to the vCenter Server using the web client and switch to the
Storage view using the key combination Ctrl + Alt + 4.
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2. Right-click on the desired datastore and go to Configure Storage I/O Control...:

B esx03 IUE; Actions - DS01_DS

%Snap_?gegbzf Lg Browse Files
EHVvCcsA_ DS r_'?l Reagister V...

b [y Site B (& Refresh Capacity Infarmation

Ed Mount Datastore to Additional Hosts...
Ed Unmount Datastore...
Maintenance Mode 2

Q Manage Storage Providers

Configure Storage /0 Control... B

Settings

3. On the Configure Storage I/O Control window, select the checkbox Enable
Storage I/0O Control, set a custom Congestion Threshold (only if needed) and
click OK to confirm the settings:

3 DS01_DS - Configure Storage IO Control (2) »

Storage VO Control is used to control the WO usage of a virtual machine and to gradually
enforce the predefined /O share levels.

[+ Enable Storage /0 Contral

Congestion Threshold: | (s) Percentage of peak throughput | %

() Manual - ms

[ Resetto defaults |

%clude /0 statistics from SDRS

You can choose to exclude SIOC
statistic from SRDS calculation if

desired
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4. With the virtual machine selected from the inventory, navigate to its Configure |

General tab and review its Datastore Capabilities settings to ensure that SIOC
Status shows Enabled:

Navigator X BHbpsoibs P @ @ EJ | {©Actions v

4 Elack_.

] B a8

Getting Started  Summary  Monitor | Configure | Permissions Files Hosts  VMs

AL}

_ Properties
~ [ vesab501 vdescribed lab
w [} SITE A DATACENTER m Name D301_DS
£ datastore1 Device Backing Tipe NFS 3
= DS01_DS Connectivity with Hosts .
M iz
5 esx02_localDs Maximum file size 64.00TB
esx03_loca Capability sets X i i
,n:résnap—TBeQbEBa—L*\BDS (inactive) Maximum virtual disk size 62.00TB
Hvcsa_Ds
» [lqSie B Capacity

» Capacity 39.91 GB free out of 40.00 GB

Datastore Capabilities

- Storage /O Control
Status Enabled ./

Mode 90% of peak throughput o
Storage DRS /0 Metrics Enabled +

» Hardware Acceleration Mot suppored on any host

How it works...

As mentioned earlier, SIOC enables communication between these local host schedulers so
that I/O can be balanced between virtual machines running on separate hosts. It does so by
maintaining a shared file in the datastore that all hosts can read/write/update. When SIOC
is enabled on a datastore, it starts monitoring the device latency on the LUN backing the
datastore. If the latency crosses the threshold, it throttles the LUN's queue depth on each of

the ESXi hosts in an attempt to distribute a fair share of access to the LUN for all the virtual
machines issuing the I/O.

The local scheduler on each of the ESXi hosts maintains an iostats file to

keep its companion hosts aware of the device I/O statistics observed on the
LUN. The file is placed in a directory (naa.xxxxxxxxx) on the same
datastore.
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For example, if there are six virtual machines running on three different ESXi hosts,
accessing a shared LUN. Among the six VMs, four of them have a normal share value of
1,000 and the remaining two have high (2,000) disk share value set on them. These virtual
machines have only a single VMDK attached to them. VM-C on host ESX-02 is issuing a
large number of I/O operations. Since that is the only VM accessing the shared LUN from
that host, it gets the entire queue's bandwidth. This can induce latency on the I/O operations
performed by the other VMs: ESX-01 and ESX-03. If the SIOC detects the latency value to be
greater than the dynamic threshold, then it will start throttling the queue depth:

Hosts ESX-01 ESX-02 ESX-03 How to arrive at the ratio
(portion value) ?

VMs VM-A| VM-B VM-C |VM-D|VM-E| VM-F

(VM Share Value) /

DIsk Shares | 1000 | 2000 1000 | 1000 | 1000 | 2000 Ratio (Total Share Value)

\VM's portion 1/8 1000/8000
of the 1/8 1/4 1/8 1/4 1/8 1/8
ishares 1/4 2000/8000

VM's Percent|

of Shares 125 25 125 25 | 125 | 125

IDQLEN for
the VM

IDQLEN for

the Host 24 8 32

The throttled DQLEN for a VM is calculated as follows:
DQLEN for the VM = (VM's Percent of Shares) of (Queue Depth)
Example: 12.5 % of 64 = (12.5 *64)/100 = 8
The throttled DQLEN per host is calculated as follows:
DQLEN of the Host = Sum of the DQLEN of the VMs on it

Example: VM-A (8) + VM-B(16) = 24
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The following diagram shows the effect of SIOC throttling the queue depth:

ESX-01 ESX-02 ESX-03
VM-A VM-D VM-E
1000 1000 1000
Shares Shares Shares
VM-C
VM-B 2000 Shares 1000 VM-F 2000 Shares
Shares
Local I/0 Scheduler Local I/0 Scheduler Local I/0O Scheduler

Integrating a VASA provider with the vCenter

Server

If you have a VASA capable array, then you can add a VASA provider to the vCenter Server
so that it can generate array capabilities for each LUN or datastore. A capability generated

by the provider is called a system storage capability.
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Getting ready

Since we are using an HPE StoreVirtual VSA, you will need a storage provider server
configured with HP's HPE OneView installed. HPE OneView will have the VASA provider
module. Since the installation instructions are beyond the scope of this book, we assume
that the insight control for storage is installed and configured correctly. For instructions
specific to the storage provider, refer to the vendor documentation.

How to do it...

The following procedure will help you add a VASA storage provider to the vCenter Server:

1. Connect to the vCenter Server using the web client and switch to the Host and
Clusters view using the key combination Ctrl + Alt + 2. (You can switch to any
view since this activity is performed on the vCenter object).

2. Select the desired vCenter and navigate to its Configure | More | Storage
Providers and click on the ¥ icon to bring up the New Storage Provider

window:
Navigator X [ vcsaB501.vdescribed.lab ¥3 T@ [Eg | ighActions v
4 Back Getting Started Summary  Monitor | Configure Permissions Datacenters  Hosts & Clusters
& 8
@ ‘—'I Q Et Storage Providers
< [#! vcsab501.vdescribed.lab B
) -
~ [ SITE A DATACENTER B (+) B2
N
v@ Clustera s Storage Provides/Storage System Status
03.vd ibed.lab i i
Ees"m"descrfbed |an R ~ IOFILTER Provider esx03vdescribed lab Online
A, esx04.vdescribed.la
EDBM Message of the Day 56765df9-b26¢-8554-fdbg-000c29a1239a (11 ..
Advanced Settings = IOFILTER Provider esx04 vdescribed.lab Onling
51 DRVRO
sci Auto Deploy 58d22542-9259-2164-e337-000c297fect1 (111 ...
P
& psco2 vCenter HA
Ciptestm ~ More
[ vesabs01

Key Management Servers

31 VMO0
{1 VRADR Storage Providers | g -

Gh WebServer01 Al

[362]



Storage 10 Control, Storage DRS, and Profile Driven Storage Chapter 10

3. On the New Storage Provider window, supply a Name, a provider URL and
credentials to connect to the VASA provider and click OK:

(")) vcsa6501.vdescribed.lab - New Storage Provider (?)
Name: [HPE Storevirtual A |
URL: |https:h’192.158.?0.3:35U2Nasa_pr0vider_wsNasaSer\.'ice
Username: |st0rageadmin
Password: Iaaaaaaaaaaaa I

|:| Use storage provider certificate

. -

4. A Security Alert will prompt you to confirm the provider certificate, click Yes:

Security Alert

Unable to verify the authenticity of the specified host.
The SHA1 thumbprint of the cerificate is:

56:06:FC:6D:B8:35:68:B9:57:3D:E6:0D:27:15:82:63:23. EB4T:
c9

IssuerCN=labdcvdescribed.lab,0U=551,0=HP L=Roseville 5
T=CA,C=US

SubjectCh=labdcvdescribed.lab,0U=55],0=HP L=Roseville,
ST=CAC=Us

Valid from:13 June 2017 22:30:33
Valid to:04 June 2018 22:30:33
Do you wish to proceed connecting anyway?

Choose "Yes" if you trust the host The above information will
be remembered until the host is removed from the inventory.

Choose "MNo” to abort connecting to the host at this time.

Yes
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How it works...

Once done, the newly added VASA provider should be listed in the Storage Providers
screen:

Storage Providers
+ @ @_ b4 Group by: | Storage provider b Q -
Storage P Status Active/Standby Pricrity URL
~+ |OFILTER Provider esx04 vdescribed.lab Online - - https:#fesx04 vdescried.lap:905...
58d22542-9259-2f64-2337-000c297fecB1 (111 .. Active 1
 |OFILTER Provider esx03.vdescribed.lab Online - - https:ifesx03.vdescried.lab:905...
56765df9-b26c-8554-fdb9-000c29a1239a (111 ... Active 1
+ HPE StoreVirtual Online \/ - - hitps:#192.168.70.3:3502asa_...
PS_MGMT_GROUP (1/1 online) J - -1
1 v
M 6items [= Export~ [I4Copy~
Storage Provider Details
Supported vendor IDs
Cerificate info Provider name HPE StoreVirtual -
Provider status Online
Active/standby status -
Activation Automatic
URL hitps:i192.168.70.3:3502asa_provider_wsiasaSenice
Provider version 742
WASA APl version 1.0 -

Using vCenter tags to define storage
capabilities

You can use the vCenter's tagging mechanism to create and associate tags to datastores. The
tags are user defined and can have any name and category that the user would define. The
tags can then be included in a storage policy to aid in the placement of VMs on them.
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How to do it...

The following procedure will help you use vCenter tags to create and assign custom
capabilities to datastore objects for their use with virtual machine storage policies:

1. Connect to the vCenter Server using the web client and use the inventory menu
to go to Tags & Custom Attributes:

vmware® vSphere Web Client  f= a

{:} Home Ctrl+Alt+1
'Nawgator 3 4 @ Hosts and Clusters Cr+Al+2
<4 Back | | H[E) viis and Templates CHrl+AIt+3
[J Hosts and Clusters | €9 Networking Crl+Alt+5
VMs and Templates Content Libraries Cirl+Alt+G
5 storage @ Global Inventory Lists Cirl+Alt+7
€ Networking s Palicies and Profiles

@, Update Manager
q@] Auto Deploy

Administration

Content Libraries
[54 Global Inventory Lists

;7 Policies and Profiles
(@, Update Manager

& Auto Deploy [ Events
£, Administrat N # Tags & Custom Atributes B
&% Administration x

Ai @, New Search

VWV VYV WV VY

[¥] Tasks

L Tocle

2. In the Tags & Custom Attributes page, go to the Categories tab and click on the

4ﬁmicon to create a New Category for datastores:

<7 Tags & Custom Attributes

Getting Started | Tags stom Attributes
:

Category Hame 1 a Description Multiple Cardinality

This listis empty.
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3. On the New Category window, supply the Category Name as Datastores,
leave the Cardinality at One tag per object, select Datastore as the object to
associate with and click OK to create the category:

%+ New Category (7))
Category Name: |Datast0res B |
Description: | |
Cardinality: (=) Onetag per object
() Many tags per object
Associable Object Types: [ All abjects =
[] Cluster

["] Content Library

[] Datacenter

[+ Datastore

[] Datastore Cluster

[] Distributed Port Group

[] Distributed Switch

[] Folder -

! OK Cancel \

4. Once done you should see the Datastores category listed:

<7 Tags & Custom Aftributes

Getting Started | Tags | Custom Attributes

|- Tags | Categories |

%"{
Category Mame 1 a Desmiption Multiple Cardinality
i Datastores w/ Mo
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&
5. Now, go to the Tags tab and click on  icon to create the new tag:

<7 Tags & Custom Attributes

Getting Started | Tags | Custom Aftributes
[Tags | categories |
B,

Tag Name

1 a Category

6. On the New Tag window, supply a Name, an optional Description and choose
the Category as Datastores. In this case, we are creating a tag to denote local
datastores. Click OK to create the tag:

#3 New Tag Z
Mame: |Loca| Datastore \
| |
Description: |This is atag for local datastores }-
Category: | Datastores | - |)
o ok || cancel |

7. Once done you should see the newly created vCenter tag as demonstrated here:

<7 Tags & Custom Attributes

Getting Started | Tags | Custom Attributes

|. Tags | Categories |

v
Tag Mame 1 a Category Desoription
0 Local Datastare \,/ Datastores This is a tag for local datastores
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8. Now that you have the tag created, switch to storage view, right-click on the
desired datastore and navigate to Tags & Custom Attributes | Assign Tag...:

v 2 | a | e aAnI:ﬂuns—esxDB_lucalDS
v [ vcza6501 vdescribed lab
- SITE A DATACENTER
E datastore
EHDs01_Ds (& Refresh Capacity Information
[ Increase Datastore Capacity...

(g Browse Files

CATES, .
@._' Register VM., volumes/36765ect-4db43368-cBfa-0(

Bvcsa_Ds
» fasSite B

8 Unmount Datastore...
Maintenance Mode » O| | = Reld

mes/56765ech-
1-000c29a1239a/ ~ Cus

Adttribute

E_J, Manage Storage Providers
Configure Storage IO Control...

Seftings

Move To... 3
Rename... L

Tags & Custom Aftributes ° » . Assign Tag...
<3 Remove Tag...

Add Permission...
Alarms » Edit Custom Attributes...

9. On the Assign Tag window, select the desired tag and click on Assign:

<3 esx03_localD$ - Assign Tag 2) W
b 4 Categories: | Al Categories | * | [Q Filter -
Tag Mame 1 a Category Desoiption
¢7 Local Datastore o Datastores This is a tag for local datastores

4 ot L4
oﬂssign | [ cancel
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10. Now, if you review the Summary of the datastore, you will see a tag associated

with it:

Herroaps | (F (G @ B8 EJ | {ghActions ~

ProdDs
Type: VMFSE

Getting Stated | Summary | Monitor  Configure Permissions Files Hosts  WMs

URL:  ds:livmfs/velumes/S947becd-5c256b0e-fd20-000c297 fecB1/

= Details (m]

=TT dsuivmfsiolumes/5947becd-
5c25609e-1d20-000c297fect 1/

Type VMFS

Hosts 2

Virtual machines 0

WM templates 1]

> Tags [m|

Assigned Tag Category Description

Eca\ Datastore Datastores This is atagfor...

Assign... Remove.

b Related Objects

~ Custom Attributes
Attribute Value

This listis empty

Edit..

Creating VM storage policies

Once you have the VASA provider added or the user-defined datastore tags created, you
can create storage policies to define VM placement guidelines. For example, LUNs thin-
provisioned volume, wherein a thin-provisioned volume, being a capability, can be
categorized so that VMs running applications that do not demand first-write performance
can be placed on these datastores. The first write performance could be impacted on a thin-
provisioned volume because the volume should be increased in size before the data is first

written to it.
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How to do it...

The following procedure will help you create VM storage policies:

1. Connect to the vCenter Server using the web client, navigate to the
inventory home and click on VM Storage Policies:

2} Home

| Home |

Inventories

VMs and Storage Metworking Content Global

Hosts and
Libraries Inventory Lists

Clusters Templates
Operations and Policies

4 & r's

Task Console Event Console Host Profiles

P

= é;ﬂ

Customization Update Auto Deploy
Specification Manager
Manager

E_

WM Storage
Policies

2. On the VM Storage Policies page, click on Create VM Storage Policy...:

Navigator X £ VM Storage Policies

4 Back | VM storage Policies | Storage Policy Components

8 VM Storage Policies

| EfF Create VM Storage Policy. 27 Edit Settings... &g Check Compliance %7 Clone... | g Actions

EF New VM Storage Policy

Name Desaiption VE
Fﬁ Virtual SAN Defautt Storage Policy % Wirtual SAN Default Storage ... | Storage policy used as defaultf.. _,J vcsabs01 vdescribed.lab
Fﬁ VM Encryption Policy E‘ﬁ Vol Mo Requirements Palicy | Allow the datastore to determine.. _‘J vicsahbi vdescribed.lab
Fﬁ Vol No Requirements Policy E‘ﬁ WM Encryption Policy Sample storage policy for Viwa... _,J vesabh01 vdescribed.lab

B New VM Storage Policy (5} vcsafis01.vdescribed.lab
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0

3. On the Create New VM Storage Policy wizard screen, supply a Name and
optional Description and click Next to continue:

{ Create New VM Storage Policy Zow
4 1 Name and description Name and description
Enter a name and {optional) description
2 Policy structure
2 ERIET vCenter Server: \ vcsabs01.vdescribedlab
2b Rule-set 1 -
MName: ‘F‘OIIC}'M
3 Storage compatibility
Description: This is an optional description.
4 Ready to complete
4. On the Policy structure page, click Next to continue:
{7 Create New VM Storage Policy (2) M
+ 1 Name and description Policy structure

AWM storage policy uses rules to describe the storage level of service o be applied to virtual machines.
¥l 2 Policy structure
Common rules are used for configuring data services provided by hosts

' 2a Common rules Rule-sets are used for configuring data services provided by datastores. Each rule-sets describes the same level of senvice for a
v  2b Rule-set1 different storage type. Only one rule-set will be applied to a VM, depending on the type of storage the WM is placed on

3 Storage compatibility Gold Storage Policy

4 Ready to complete

Common Rules

For data services

Rules configuring data services provided by hosts
Rule-set 1 Rule-set 2
Rules configuring data services Rules configuring data services For data servicas
OR provided by
Tags Tags datastores
Storage Type 1 Storage Type 2
Back Next Cancel

5. On the 2a Common rules page, you can choose to include vSphere data services
such as SIOC and encryption into the rule, by selecting the checkbox Use
common rules in the VM storage policy and adding the service component to
the rule:
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£ Create New VM Storage Policy

Common rules for data services provided by hosts

" 1 Name and description
Select rules for data services provided by hosts. Available data senvices could include encryption, /O control, caching, etc

+' 2 Policy structure Data services, defined in common rules, will be applied in addition to data services defined in any of the rule-sets.
M 22 conmonries ] @
v  2b Rule-set1 ‘@ Use common rules in the VM storage policy @

3 Storage compatibility e+ Add component

4 Ready to complete _Encryptlonib

Storage /0 Control % Low 10 shares allocation
gh 10 shares alloc:
% Mormal |0 shares allocation

Seeall

Custom

6. In this case, we have chosen to apply SIOC-high IO shares. Click Next to

continue:
i Create New VM Storage Policy Zom
+ 1 Name and description Common rules for data services provided by hosts
Select rules for data services provided by hosts. Available data services could include encryption, /O control, caching, etc.
«" 2 Policy structure Data services, defined in commeon rules, will be applied in addition to data services defined in any of the rule-sets.
v Common rul
¢  2b Rule-set1 V] Use common rules in the VM storage policy @
3 Storage compatibility w Storage IO Control = High |0 shares allocation o
4 Ready to complete Mame High 10 shares allocation
Description: Storage policy component for High SIOC controls
Provider: WMware Storage 10 Control
Wiware Storage /O Control
IOPS limit 100,000
IOPS reservation 100
IOPS shares 2,000
4 Add component
Back Hext Cancel
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7. On the 2b Rule-set 1 page, select the Storage Type (which can be storage
provider or a vCenter tag) and click on <Add rule> to add a system label:

{5 Create New VM Storage Palicy N5
v 1 Name and description Rule-set 1

Select a storage type to place the VM and add rules for data senices provided by datastores. The rule-set will be applied when Vs
" 2 Policy structure are placed on datastores from the selected storage type. Adding tags to the rule-set will filter only datastores matching those tags.

«  2a Common rules
[] Use rule-sets in the storage policy (i ]

2b Rule-set1

3 Storage compatibility
+ Placement

4 Ready to complete
Storage Type: HPICSM.VASA10 | b o

[ <Add rule= n [ *]

=Add rule=
SystemLabel.label

Tags from category...

8. Choose a system label, which is nothing but a storage property as learned by the
VASA provider. Click Next to continue:

{F Create New VM Storage Policy Zow
+ 1 Name and description Rule-set 1

Select 3 storage type to place the VM and add rules for data senvices provided by datastores. The rule-set will be applied when Vs
«" 2 Policy structure are placed on datastores from the selected storage type. Adding tags to the rule-set will filter only datastores matching those tags.

« 23 Common rules
|ZI Use rule-sets in the storage policy i ]

2b Rule-set1

3 Storage compatibility

Placement
4 Ready to complete h

Storage Type: | HPICSM.VASA1OD | hd |
SystemLabel.label @ | HP P4000 Thin Provisioned Volume |~ |°
| <Add rule> [~ ]
omponent

[ Add another rule set | | Rermove this rule set

Back Next o Cancel
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9. The Storage compatibility screen will display a filtered list of Compatible and

Incompatible datastores. Review the list and click Next to continue:

& Create New VM Storage Policy B
+" 1 Name and description Storage compatibility
As defined, this VM storage policy is compatible with the following storage:
+ 2 Policy structure
' 2a Common rules [
~  2b Rule-set1 Storage Compstibility  Tots! Capacity Virtus| SAN Capacity  Virtusl Volumes Cap...  VMFS Capscity NFS Capacity
v Compatible 20150 GB 0.00B 0.00B 20150 GB 0.008
+ 4 Ready to complete Incompatible 409.50 GB 0.00B 0.00B 369.50 GB 40.00 GB
Compatible storage
_“j - [Q - |
Name Datacenter Type Free Space Capacity Warnings
EH ProdDs SITE A DATA, WMFS 5 186.28 GB 201.50GB
Back Next Finish Cancel

10. On the Ready to complete screen review the settings and click Finish to create

the policy:

{5 Create New VM Storage Policy 2 M
+ 1 Name and description Ready to complete
Confirm that the information below is correct and click Finish to create the VM storage policy.
~ 2 Policy structure
~  2a Common rules General
v  2b Rule-set1 o Policy01
e ] Description This is an optional description
4 vCenter Server vcsab501 vdescribedlab
Common rules
w Storage /O Control = High 10 shares allocation
Name: High 10 shares allocation
Description: Storage policy component for High SIOC controls
Provider: Viware Storage 10 Control
VMware Storage 1/O Control
10PS limit 100,000
I0PS reservation 100
IOPS shares 2,000
Rule-set 1: HPICSM.VASA10
~ Placement
Storage Type: HPICSM.VASA10
SystemlLabel.label HP P4000 Thin Provisioned Volume
Back Finish Cancel
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How it works...

VM storage policies once created can then be used to filter and choose the desired datastore
during various virtual disk (vmdk) placement scenarios.

For instance, if you were to create a new virtual machine, then you can choose to place its

VMDKSs on a datastore that matches a VM storage policy:

1 New Virtual Machine

1 Select creation type Select storage

v 1a Select a creation type

Selectthe datastore in which to store the configuration and disk files

2 Edit settings

VM storage policy: | LocalStore_Policy02 \/

-] @

+  2a Select a name and folder

2c Select storage Mame
2d Select compatibility Compatible
[ esx03_localDs \/
Incompatible
3 Ready to complete HES®S
£ Dso1_Ds

B snap-78e9b26a-LABDS

Compatibility

@ Compatibility checks succeeded

Capacity

32.50 GB

201.75 GB

40.00 GB
475 GB

66.80 GB

141GB
91.02 MB
141GB

7.96 GB

200.34 GB
39.91GB
334 GB

VMF3 5

VMFS 6
NFSwva
VMFS 6

The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the
«  2b Selecta compute resource  virtual machine configuration files and all of the virtual disks.

You can also manually associate VM storage policy to existing VMDKs. Read the next
recipe Assigning VM storage policies to learn how.

Assigning VM storage policies

As indicated in the previous recipe, you can assign/edit VM storage policies to/of existing

virtual machines. This will help associate virtual machines with desired storage tiers.

The policy can be applied even to the virtual machines home directory, in
case you want virtual disks to be stored in a different storage tier.
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How to do it...
The following procedure will help you to edit the VM storage policies of a VM:

1. Connect to the vCenter Server using the web client and switch to the Host and
Clusters view using the key combination Ctrl + Alt + 2 (since this activity is
performed on a VM, you can use the VMs and Templates view as well, using the
key combination Ctrl + Alt + 3).

2. Right-click on the desired VM and navigate to VM Policies and Edit VM Storage
Policies...:

w [ vcsab501 vdescribed.lab
~ Settings
vSITE ADATACENTER » CPU 1 CPU(s), 0 MHz used

VM Hardware
« B Clustera _ » Memory D 1024 MB, 0 MB memary active

[ esx03vdescribed.lab o mmnee

[3, esx04.vdescribed.lab 7 e R » Hard disk 1 8.00GB

& DBO1 Power *| » Harddisk2 2.00GB
Guest 03 »

(3 DRVRO a hot » Metwork adapter 1 VM Metwork (disconnected)

5 pscoi napshots » .

& psc2 @ Open Console (@) CD/DVD drive 1 Disconnected

ptestm & Migrate... (@) CD/DVD drive 2 Disconnected

vcsabai

5 Clone ’ Floppy drive 1 Disconnected
Template 3

&1 VRADR + Video card 3D Graphics, 4.00 MB
Fault Tolerance »

(5 WebServer01 » Other Additional Hardware

b [y site B o e p—
WM Policies B Edit VM Storage Policies... version 11)

Compatibility ’ % Check VM Storage Policy Compliance

Export System Logs... r
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3. In the Edit VM Storage Policies window, choose a VM storage policy to apply to
all the associated files or assign individual VM storage policies to each of the
items. Click OK to confirm the settings:

{51 VMO1: Edit VM Storage Policies (7)

Select a commeon storage policy for all storage objects or use the table below to define different policies for the different storage objects.

VM storage policy: | LocalStore_Policy02 G | v | | Apply to aIIG

Name Disk Size VM Storage Policy Dstastore Dstastore Type
£ YM home Datastore Default ~| [ esx03_localDs WMFS
&s Hard disk 1 /Ay 10,00 MB Palicy01 ~| E esx03_localDs WMFS
£ Hard disk 2 /iy 100.00 MB | Policy0 ° |~ B esx03_localDs VMFS

MNew WM Storage Policy

(D) and (E) to assign a
single policy to all the VM

WM Encryption Policy
ol Mo Regquirements Policy

) ) ) files.
Predicted impact Virtual SAN Default Storage Palicy -
A\ Datastore does not satisfy compatibility since it does not support one or more required properties. (F) to individually assign
“(HP P4000 Thin Provisioned Yolume)™ in WM profile. policies to VM files.

(3] Storage policies do not affect the storage consumption of objects on VMFS and NFS datastores.

Q.

|

4. Once done, select the VM and navigate to its Monitor | Policies tab to view its
policy compliance status:

Navigator X fHivmor | m@ [ O £ (55 | {ghActions

4 Back Getling Started  Summary | Monitor | Configure Permissions Snapshots Datastores MNetworks
| ® | B 8 @ . T
- (3 vesaB501 vdescribed. lab | Issues | Performance | Tasks & Events | Paolicies | Utilization

w |i7 SITE A DATACENTER

+ [J Clustera ¢ %
@esxﬂ&vdescribed.lab Name VM Storage Policy Compliance Status Last Cheded
[B esx04.vdescribed.lab 7] VM home None
&h DBO1 &5 Hard disk 1 E‘E Policy01 & MNoncompliant 20/06/2017 11:30
{5 DRVRO &5 Hard disk 2 ER Policy01 © Moncompliant 20/06/2017 11:30
& pscol
& psc02
Fiptestvm
(i vesaB501
{5 VRADR
& WebServer01
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How it works...

Once VM storage policies are assigned to a VM and its VMDKS, its profile compliance
status will remain non-compliant unless they are moved to a datastore matching the VM
storage policy. The VM can be moved using the migration wizard. In the migration wizard,
the intended VM storage policy can be selected to list the compliant datastores so that the

VMs and its files can be moved to one of them.
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Creating and Managing Virtual
Machines

In this chapter we shall cover:

¢ Creating a virtual machine

¢ Creating a new hard disk for a virtual machine

¢ Adding an existing hard disk to a virtual machine

¢ Attaching a Raw Device Mapping to a virtual machine

e Mapping a virtual machine's vNIC to a different port group
¢ Adding a new virtual network adapter to a virtual machine
e Creating virtual machine snapshot

¢ Deleting a virtual machine snapshot

e Restoring a snapshot in the linear snapshot tree

¢ Switching to an arbitrary virtual machine snapshot

¢ Consolidating snapshots

¢ Converting a virtual machine to a template

e Cloning a virtual machine to a template

¢ Exporting to an OVF template

¢ Deploying a virtual machine from an OVF template

¢ Exporting a virtual machine

¢ Creating a local content library

¢ Creating a subscribed content library
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Introduction

The heart of the Software-Defined Data Center (SDDC) lies in the virtual machine. The
virtual machine provides the skeletal structure within which a guest operating system is
installed. In the previous chapters, we have gone over building the vSphere environment
that serves as the platform, now we shall delve into effectively creating and managing these
VMs.

Virtual machine components

Let us briefly touch upon what a virtual machine truly comprises. A virtual machine exists
in an abstract form as a set of files. The files themselves are directly, or indirectly,
representative of the virtual hardware components and configuration settings that the guest
operating system will need at runtime. We shall discuss the files that make up the virtual
machine and their respective uses later in the chapter. In simpler words, a virtual machine
can be created, copied, or destroyed with basic file manipulation operations. This very
attribute of the virtual machine enables a plethora of features, such as agility, availability,
security, and portability.

A virtual machine is initially populated with the following default virtual hardware:

e Memory, CPUs, a SCSI controller, hard disks, and network adapters
¢ Video card, VMCI device, CD/DVD drive, and floppy drive

Components can be added or modified at the end of the virtual machine creation wizard, or
by using the Edit Settings wizard at any time during the life cycle of the VM. The
wizard presents the following components:

¢ Hard disk (new/existing/RDM)

Network adapter

CD/DVD drive

Floppy drive

Serial port, parallel port, host USB device, and USB controller
SCSI device, PCI device, and shared PCI device

SCSI controller, NVMe controller, and SATA controller
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Files that make up a virtual machine

The following table outlines a list of key files that make up a virtual machine along with
their description and use:

File Description Use
Virtual machine configuration | Comprises all configuration related details
. vmx . . . . .
file associated with the virtual machine
v £ Additional virtual machine Comprises additional/extended configuration
) configuration files information
umdk Virtual machine descriptor file Compmses' description and layout of the virtual
machine disk
—flat.vmdk | Virtual machine data disk file Compnses. the actual data of the virtual
machine disk
-nvram V1rtga1 ma'chlng BIOS or EFI Comprises BIOS or EFI specific information
configuration file
Virtual machine snapshot Comprises description and layout of the
.vmsd . . . . . .
descriptor file snapshots associated with the virtual machine
vmsn Virtual machine snapshot Stores the memory sate of the virtual machine's
) memory state file snapshot
. . . Serves as a backing store for virtual machine's
. VSWp Virtual machine swap file
memory content
vmss Virtual machine suspend file Stores. the memory state of a suspended virtual
machine
.log 511; rrent virtual machine log Stores current logs of the virtual machine
“#.10g Old virtual machine log Historical log information of the virtual
) entries machine
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Creating a virtual machine

It's important to note that starting with vSphere 6.5 onwards, the legacy C#/thick/vSphere
client has been retired and can no longer be used to manage ESXi hosts or vCenter. The
vSphere Web Client will be the primary utility to manage the environment and alongside
this, a new HTML5-based client has been introduced with a subset of the features of the
vSphere Web Client. More details of this are covered in a knowledge base article
KB—2147929: https://kb.vmware.com/s/article/2147929.

Getting ready

Let's start by defining the means by which a virtual machine can be deployed, we can
follow four methodologies:

1. Create through the standard New Virtual Machine wizard.

2. Deploy from a virtual machine template or clone from a VM that was
preconfigured/precreated.

3. Deploy from an OVF template, from an internal or external repository.
4. Deploy virtual machine from a content library.

In this recipe, we will create a virtual machine following the standard new virtual machine
workflow through the vSphere Web Client.

How to do it...

1. Connect to the vCenter Server as an administrator or a user with relevant
privileges by using the vSphere Web Client.

2. Navigate to the VMs and Templates view from the inventory home as shown in
the following screenshot:
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vmware* vSphere Web Client #=

Navigator X | (3} Home

<A Back J Home |

menioris

[l Hosts and Clusters > >
s and Templates > !!! g Sé
B storage > Hosts and Storage Networking
€3 Networking > HULREE

3. Navigate to the datacenter object and right-click to traverse to New Virtual
Machine and click on the New Virtual Machine... option as depicted in the

following screenshot:

vmware® vSphere Web Client f=

. Navigator X vmtown | G % 89 B f9 | {ShActons v
<4 Back J Getting Started | Summary  Monitor  Configure  Permissions  Hosts & CI
P (2| 8 @
w [P wet weloud local Whatis a Datacenter?
-
) ‘container of
FETEE = AT 10sts and virtual
E Add Host. =nter, you can add
s acts. Typically, you
il Mew Cluster.. Sters 0 3
Mew Folder » Cluster | =
Distributed Switch » /.//
I al Ma ] a '\\
-
H8] Mewwapp from Library.. 2
?p’! Deploy OWF Template... ™~ <
Storage ]
Edit Default Wi Compatibility... W« N
vCenter Server
S22 Migrate WMs to Another Metwork... vSphere Client
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4. Choose the Create a new virtual machine option and click on Next as indicated

in the following screenshot:

5 New Virtual Machine

Selecta creation type
How would you like to create a virtual machine?

1 Select creation type

4 1a Selecta creation type

2 Edit setiings

2a Selecta name and folder

Deplay frorm termplate

Clone an existing vitual machine
Clane virtual machine to template
Clone template to termplate

Corwert template to virtual machine

This option guides you through creating a new virtual
machine. You will be able to cUStOrmMize prOCesSOrs, Memory,
netwatk connections, and storage. You will need to install a
guest operating systern after creation

Hext Cancel
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5. Provide a name for the virtual machine, choose an inventory location, and then
click on Next, as demonstrated in the following screenshot:

451 New Virtual Machine ?) M
1 Selectcreation fype Selecta name and folder
Specifya unigue name and target location
v 1a Select a creation type
2 Editsettings Enter a name for the virtual machine.
2a Selecta name and folder |PfUd'Wi”'W\‘11
ot eree  Mrtual machine names can contain up to 80 characters and they must be unigue within each vCenter Server W\ folder.
Select a location for the virtual machine
Q Search
= w [ ved weloud Jocal
2 z= are v [l vimitown
- = Discovered virtual maching
3 Readyto complete 4= Select a datacenter or%M folder to create the new virtual
» CProd M machine in
Back Hext Cancel

It's a best practice to standardize virtual machine naming conventions and
conform to a nomenclature.
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6. Navigate to Select a compute resource (you can choose a host, DRS enabled

cluster, vApp, or resource pool), and click on Next as shown in the following
screenshot:

‘ﬁ! Hew Wirtual Machine

2 »
1 Select creation type Selecta compute resource
Selectthe destination compute resource for this operation
«~*  1a Selecta creation type
2 Editsettings
Q, Search
«  2a Selectaname and folder
[l vmitoen
%4 2b Selecta compute resource
[ ventawen
2c Selectstorage E loud.local i
Select a cluster, host, wApp or resource poal to run this
2 ele E| esxifsga-2veloud.local virtual machine
[J esxiB5ga-3vcloud.local
Compatibility
(V] Compatibility checks succeaded.
Back Next Cancel
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7. Choose a datastore to store the virtual machine and then click on Next. You can
choose to leverage a VM storage policy to cater to specific requirements, such as

security, redundancy, and performance or leave it at the default as shown in the
following screenshot:

431 New Virtual Machine

1 Selectcreation type Select storage

Selectthe datastore in which to store the configuration and disk files
«  1a Selecta creation type

2 Editsettings

M storage policy: | Datastore Default | -0

v 2a Selecta name and folder The following datastores are accessible from the destination resource thatyou selected. Select the destination datastore for the
vy 2b Selecta compute resource vitual machine configuration files and all of the virtual disks.

v 2c Selectstorage Hame Capacity

Frovizioned Free Type Cluster
2d Select compatibility ] i8CSH1 38.00 GB 1.41 GB 36.59 GB WMFS 6
2e Selecta guest OS B iscsi-2 38.25 6B 4.59 5B 28.69 GB WMFS 6
Aware ] esxif5na-1 250GB 1.41 GB 1.08 GB WMFS &
] b
Compafibility
@ compatibility checks succeaded
Back Hext Cancel

Learn more about VM storage policies in chapter 10, Storage 10 Control,
Storage DRS, and Profile Driven Storage.
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8. Select a virtual machine compatibility mode by clicking on the Select
compatibility option and then selecting from the listed options as shown in the
following screenshot:

1 New Virtual Machine

'

1 Selectcreation type

2 Editsetings

v 2c Selectstorage

Select compatibility

Select compatibility for this virtual machine depending on the hosts in your environment

v 1a Select a creation type

The host or cluster supports more than one Yhlware vifual machine version. Select a compatibility for the virtual machine.

v  2a Selecta name and folder

v 2b Selecta compute resource Compatible with: | ESXi 6.5 and later

] o

o |ESXi 5.0 and later
This virtual machi

P4 2d Select compatibility available in ESXi § ESX 5.1 and later

2e Selecta guestOS

ESXi 5.5 and later
ESXi 6.0 and later

Workstation 12 and later
ESXi 6.5 and later

res

Back Hext Cancel

Ideally, you would choose a compatibility with the latest and greatest
version, unless there are specific reasons such as backward compatibility.
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9. Select the Guest OS Family and Guest OS Version details, and then click on
Next:

) New Virtual Machine 2 »

1 Select creation type Selecta guestOS
Choose the guest OS that will be installed on the virtual machine
~  1a Selectacreation type
ZIEHSSAOS Identifying the guest operating system here allows the wizard to provide the appropriate defaults for the operating system
2a Selecta name and folder installation.

2b Selecta compute resource

2¢ Select storage Guest OS Family. | Windows )

2d Select compatibility Guest O35 Version: | Microsoft Windows Server 2008 R2 (64-bit) | .|

2e SelectaguestOS

2f Customize hardware

L 4L <K

Compatibility: ESXi 6.5 and later (WM version 13)

Back Hext Cancel

Selecting the appropriate Guest OS Version ensures that certain
recommended and supported hardware is mapped to the virtual machine,
and also maps the correct version of VMware tools to be installed.
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1

10. Any amendments or additions to the virtual machine can be made in the

Customize hardware screen, click Next to continue:

¥ New Virtual Machine

I

1 Select creafion type
v 1a Selecta creation type
2 Edit seftings
2a Selecta name and folder
2b Selecta compute resource
2c Selectstorage

2d Select compatibility

< < < &<

2e SelectaguestOs

2f Customize hardware

Customize hardware
Configure the virtual machine hardware

Virtual Hardware | M Cptions | SDRS Rules |

| +| M connect..

» @ cPu [1 |~ @

» W iermory [ 4n3s [-|[m8 |-
» (2 New Hard disk 40 wiles |-
3 E;.‘ Mew SCSl cantroller LS1 Logic SAS

» [ Mews Network | Production

» (@) New CD/DYD Drive | Client Device ||
» IMew Flappy drive | Client Deviee |v|
» [ video card | Specify custom settings |v|

b a WG] device
Pew SATA Contraller

» Other Devices

MNewdsvice: | ceeeeee

Compatibility, ESi 6.9 and later &M version 13)

Back Hext Cancel

11. On the Ready to complete screen, review the information and click Finish to
create the virtual machine.

How it works...

Once you hit Finish, all of the settings and configuration details are consolidated and
passed onto the ESXi host in the cluster to create the actual virtual machine. In essence, the
set of files described earlier in this chapter get created and a virtual server hardware is
carved out and abstracted from the physical hardware. The virtual machine administrator
can now install a guest operating system following any of the traditional methods, such as
mapping an ISO file, CD drive, or PXE based installation.
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Creating a new hard disk for a virtual
machine

A virtual machine typically may or may not require additional hard disks in its life cycle.
However, at the least, it is a best practice to segregate an operating system disk from the
data disk. In the following recipe we will append an additional hard disk to the virtual
machine we have created to enable such use cases.

How to do it...

1. Navigate to the newly-created virtual machine, right-click on the VM, and click
on Edit Settings, as demonstrated in the following screenshot:

~ [ vel veloud local Whatis a Datacenter?

= [ wrntown Adatacenter is the primary cor
» [ Discovered virtual machine inventary abjects such as host
machines. From the datacenty
b CIFrod it and organize inventory objects

» [ Test & Dev Wi add hosts, folders, and cluste

5, Prod-winihi-1 | datacenter.
© (5 Actions - Prod-Winkyh-1

Power Ly

Guest 08 »
|

Snapshots ]

& Cpen Console

[ Migrate...
Clane [
Template [
Fault Tolerance »
Whi Policies »
Campatibility [

Export Systemn Logs..

Hg Edit Resource Settings...

W Edit Settings...
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2. Click on the drop-down menu adjacent to the New device option, select New
Hard Disk, and click Add:

(3 Prod-WiniM-1 - Edit Settings Z) »

| Virtual Hardware | Wi Options | SDRE Rules | wipp Cptions |

v Il cPU

(2} Existing Hard Disk
» B Memory £ RDM Dizk T
v [ Hard disk 1 Tz] |v|

» &, SCScontroller 0 Metwork

3 Metwork adapter 1 | - | - | [+ Connected
- &) COIDYD Drive e
» @ ComVDdrive 1 | 2 pon Drive |~
v [ Floppy drive 1 | |-|
| @ video card BB Serial Port _

Farallel Port
Host USE Device
LISB Controller

SETA controller 0
1+

-

2 WMICT device

]

» Other Devices

SCEl Device
@ PClDevice
@ Shared PCI Device

SCE| Contraller
2 Myvhle Controller
SATA Controller

Compatibility: ESXi 6.5 and later (M version 13} ok Cancel

3. Now we see a new addition to the virtual hardware list. Collapse the drop-down
menu adjacent to the newly-added hard disk to complete the configuration.
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4. Populate the appropriate disk size within the Maximum Size:

10.

(11 Prod-WinVvM-1 - Edit Settings 20

Virtual Hardware | VM Options | SDRS Rules | vApp Options

° < | GB -

o VG USYILE
» Other Devices

~ = New Hard disk

Maximum Size 32.45GB
VM storage policy Datastore Default
Location [ Store with the virtual machine

Disk Provisioning Thick provision lazy zeroed

Sharing Unspecified -

Shares Mormal ~ | 1,000

Lirit- IOPs Unlimited

Yirual flash read cache 0 GB |+ o:e;

Disk Mode Dependent -~ | O o

Virtual Device Node SCSl controller D X SCSI(0:1) v ° -
New device = Mew Hard Disk - Add

Compatibility: ESXi 6.5 and later (M version 13) QK Cancel

Leave VM storage policy, Location, Disk Provisioning, and Sharing at default;
these are typically not modified unless there are specific performance and
redundancy requirements.

Shares and Limit - IOPs enable IOPS prioritization and disk bandwidth control,
leave at the default—Normal-1000 and Limit - IOPs to Unlimited, a
misconfiguration here could lead to performance issues and is best managed by
the host.

Virtual flash read cache can be left at default. This is applicable only for certain
types of read-intensive workloads and only if the hosts are equipped with flash
devices to serve the purpose.

Leave Disk Mode at default—Dependent. This setting emulates typical physical
hardware, however in VDI backed environments and certain use cases of test,
dev, lab, or setup, one may choose independent disk modes.

The SCSI controller is automatically allocated by host based on the existing hard
disks that have been provisioned.

Click OK to complete the process.

[393]



Creating and Managing Virtual Machines Chapter 11

How it works...

The virtual machine disk plays a crucial role in the performance and availability of a guest
operating system or its applications. Let's look at how the configuration choices actually
work and influence the guest OS behavior:

Maximum Size: This parameter provides the current estimate of storage space
available on the datastore location that is chosen.

VM storage policy: This allows for greater control and compliance of the type of
storage a virtual machine disk gets in its life cycle. A policy can be configured to
ensure the application requirements are satisfied, such as caching and replication.

Location: By default, the virtual machine disk files are stored in the same location
as the VM. This is much simpler in terms of file management and
troubleshooting. If there are requirements for specific disks such as database VM
or any latency sensitive applications, it would be ideal to define and attach an
appropriate VM storage policy.

Disk Provisioning: There are three formats to choose from:

e Thick provision lazy zeroed: This option reserves and allocates
storage space on the datastore. The disk would gradually be zeroed
out on-demand at first write. This is the default and preferred
option on a generic note.

e Thick provision eager zeroed: This option reserves, allocates, and
zeroes out the storage space on the datastore. This option offers
better performance since the overhead of zeroing on-demand IOPs
is reduced. This is also a requirement for certain clustering
features, such as fault tolerance and latency sensitive
applications.

e Thin provision: This option grows the file as data is being written,
hence it's used for space conservation. This does imply that there
will a performance penalty in comparison to the thick provisioning
options.

Sharing: This feature is a natively available security and control mechanism to
ensure that a virtual machine disk is written by the owning virtual machine or
process. However, for clustering purposes or other use cases, a virtual machine
disk may permit being accessed by another virtual machine. In such cases, we
have the following options to choose from based on the requirement:

¢ Physical: Share disk with VMs across hosts

e Virtual: Share disk with VMs on the same hosts

e None: Virtual disks are not shared with other virtual machines
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e Shares: This feature allows for I/O prioritization of one VM over another.

¢ Limit - IOPs: This feature provides the capability to control IOPs from a certain
workload. It is more often than not used to restrict rather than unleash. It may
typically be used to avoid noisy neighbor situations and also most often leads to
performance issues if not configured according to application requirements. This
is yet another setting best left to default and for the host to manage.

¢ Disk Mode: There are three types of disk mode to choose from:

e Dependent: Standard hard disk that writes changes permanently
to disk and can be used and included with snapshot feature

¢ Independent-Persistent: Same as dependent except that it's
excluded when a snapshot is taken

¢ Independent-Nonpersistent: Changes are discarded when you
power-off or reset the virtual machine

On clicking OK, the configuration settings are processed through the preceding set of
conditions and the virtual machine is reconfigured and disk creation and placement is
complete.

Adding an existing disk to a virtual machine

You may find it a necessity to add an existing disk (vmdk) to a virtual machine in certain
use cases. This is again done through the Edit Settings wizard for the virtual machine. This
task can be performed while the VM is powered-on or off.

How to do it...

1. Navigate to the VMs and Templates inventory view, select and right-click on the
VM to which you intend to add an existing virtual hard disk (VMDK), and then

click on Edit Settings:
7N
ew device: 1) 1 i 1 i j 1
New de dice: 3 Existing Hard Disk v Add 20
f 1 s _ 7/
Compatibility: E% 1 Jlater (VM version 13) 0K Cancel
“ _ &
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2. Use the New device option available in the Edit Settings window, select Existing
Hard Disk as the device option, and then click on Add.

3. Navigate to the location of the VMDK, select the appropriate VMDK file, and
then click on OK to confirm the selection, as shown in the following screenshot:

Select File X

Datastores Contents Information

w [Ji5CS1-1 &= Prod-yyinyid-1_1 wmdk Mame: Frod-wiinmhd-1_1....
¥ [ sdd.sf = Prod-iiniht-1 vmdk Size: 15.00 B

B Prod-yyinyhd-1 Modified: 92017 1141

b ] ¥Sphere-HA

[ =] =] W)

Prior to clicking OK, you can choose to modify a virtual device node or
disk mode if necessary.

Attaching a Raw Device Mapping to a virtual
machine

A Raw Device Mapping (RDM) may be required in special cases where an application or
guest operating system requires access to a device directly, or with a native filesystem on
the device, unlike the normal methodology of the disk residing on a VMFS backed
datastore. To enable this, a LUN can be directly provisioned to a virtual machine through
the use of RDMs.

Getting ready

Present the LUN to all the ESXi hosts in the cluster, this is imperative to ensure virtual
machine mobility. In a cluster, it's quite typical for a virtual machine to restart or migrate on
other hosts, the LUN can be continuously accessed by the virtual machine.
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Needless to state, this is a prerequisite for features such as vMotion and HA with
Distributed Resource Scheduler (DRS) so they work on the virtual machine in question.

How to do it...

The following procedure demonstrates attaching an RDM to a virtual machine:

1. Navigate to the VMs and Templates inventory view, select and right-click on the
VM to which you intend to map an RDM, and then click on Edit Settings.

2. Use the New device option and select RDM Disk and click on Add as indicated
in the following screenshot:

Mew device: fizs DM Disk v Add

Compatibility: ESXI 5.5 and later &M varsion 13) (o]’ Cancel

3. Navigate to the LUN presented and verify the NAA ID to ensure that the correct
device is added:

Select Target LUN
LEFTHAND i2CSl Disk [naa.6000eb351a8984300000000000000033) hmifs/dev... Wmis/dev.. 0 200GB Nen-350  Supported

c OK Cancel

4. A new hard disk entry for the RDM should now be visible on the settings page,
click on it to expand the advanced/additional settings for the hard disk. Change
the Location, Virtual Device Node, and RDM Compatibility Mode if required
and click OK to complete the process.
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How it works...

A Raw Device Mapping operates in two compatibility modes, physical and virtual. Here we
briefly compare the two:

e Physical compatibility mode is also known as pass-through mode. In this mode
a guest operating system directly accesses the hardware. All the SCSI commands
except the REPORT LUN command are directly sent to the device. Due to this,
certain key features, such as cloning and snapshot features cannot be used. This
also implies that standard virtual machine backup methodologies cannot be used
to back up the physical RDM hard disk, it would require SAN-based back up
methods.

¢ Virtual compatibility mode allows only the read and write commands to be sent
directly to the device and intercepts the rest of the I/O through the VMkernel.
This interception and tracking allows for features such as snapshots to be used on
the disk.

Leaving aside specific use cases, the virtual compatibility mode strikes a balance between
device control and ownership with vSphere features, hence is preferred wherever feasible.

A common use case for RDM is MSCS clustering. There are certain guidelines on
supportability and compatibility at the VMware Knowledge Base article KB 1037959
at: https://kb.vmware.com/s/article/1037959.

Mapping a virtual machine's vNIC to a
different port group

One of the basic requirements for a virtual machine is network connectivity across other
virtual machines and/or physical machines residing in the internal/external network. A
virtual machine connects to the network through its Virtual Network Interface Controller
(VNIC). The VNIC is mapped to a port group, which is in turn associated with physical
uplinks, that is, Network Interface Cards (NICs).
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internal only port group.

0 It's not mandatory to have a physical uplink, a port group can remain an

Getting ready

Prior to mapping a virtual machine network adapter to its appropriate network, the host
needs to have the vSphere Standard Switch and vSphere Distributed Switches configured
and ready. Extensive discussion around this has been covered in chapter ¢, Using vSphere
Standard Switches and chapter 7, Using vSphere Distributed Switches.

How to do it...

The following procedure outlines the steps to map a vNIC to a different port group,

1. Navigate to the VMs and Templates inventory view, select and right-click on the
VM, and then click on Edit Settings.

2. Use the New device option available in the Edit Settings window,
select Network adapter as the device option, and then click on the Add button to
make the changes:

Mew device: Metwark - Add

Compatibility: ES¥i 6.5 and later (W version 13) Qi Cancel

[399]



Creating and Managing Virtual Machines Chapter 11

3. A New Network is added to the virtual hardware list as shown in the following

screenshot:
& Prod-WinWM-1 - Edit Settings 2 M
» Floppy drive 1 | Client Device | - | -
3 El Yideno card | Specify custom settings | - |

ER 54TA controller 0
boos VMG device

v Other Devices

~ [F8 New Network | Production | - |

Status [ Connect & Power On

Adapter Type | WAHMET 3 |~

DirectPath 110 [] Enable

MAC Address | Automatic | - | .

New device: | Metwark | - | Add =

4 Hy L
Compatibility: ESXi 6.5 and later (&M wersion 13) (o] Cancel

4. Choose the correct network port group that the virtual machine network adapter
needs to connect to from the drop-down menu. In this case, we associate the
network adapter to the Production network port group.

5. Leave the Status checked, this is similar to plugging/unplugging a network cable
to the physical server.

6. Select an appropriate network adapter type, VMXNET 3 is a recommended and
optimized adapter type.

7. You may assign a MAC address manually or the host will assign one
automatically and click OK to complete.

DirectPath I/O is a unique feature to directly allow a PCI device access to
the virtual machine. Prior to enabling this, the devices must be reserved
for PCI pass-through on the host on which the virtual machine runs.
Certain features such as vMotion, snapshot cannot be used alongside
DirectPath I/O.
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How it works...

In very simple words, under the hood, vSwitches or dvSwitches are parts of the ESXi host
code that logically connect a virtual network adapter to a physical network adapter by
ensuring the configuration conditions are applied. By adding the network adapter to a
virtual machine, we have created a network identity that conforms and complies with IETF
standards.

Furthermore, the network adapter to port group mapping can be modified at any time in
the virtual machine life cycle providing great levels of agility. In addition, the inherent
nature of virtualization is that, virtual machines are mobile across the environment and the
hosts need to explicitly advertise when there is a movement of the virtual machine.

While all the complexity is dealt with and abstracted by the ESXi hosts, there is very little
configuration modification required on the underlying network fabric.

Creating virtual machine snapshots

Often, we have situations where we need to preserve a specific state, virtual machine
snapshots provide such a functionality. To be more precise, a snapshot can even preserve a
running state of a virtual machine. This comes in handy in development use cases and in
general, is a more reliable known good configuration state. Furthermore, the ability to take
snapshots also aids in other extended features such as linked clones and enables backup
capabilities for use with vSphere Data Protection or other third-party solutions.

Getting ready

You will need to log in to vCenter with the relevant privileges to be able to take snapshots.
Snapshots do not work with:

e Virtual machines with RDMs in physical mode
e Virtual machines with PCI vSphere Direct Path I/O devices attached
e Virtual machines with Bus sharing enabled

Most importantly, snapshot do not replace backups. While it's advantageous in the short
term, snapshots should not be allowed to prolong more than 72 hours, else it may have
severe performance degradation. Also, more than 32 levels of snapshots on a virtual
machine is not supported.

[401]



Creating and Managing Virtual Machines

Chapter 11

How to do it...
The following procedure guides you through the steps required to create a snapshot on a

virtual machine:

1. Navigate to the VMs and Templates inventory view, select and right-click on the
VM for which you intend to create a snapshot, select Snapshots, and then click
on Take Snapshot..., as demonstrated in the following screenshot:

[ esxiB5ga-3.4 cal e P Addresses
Host: esxi65ga-1.veloud local

(81 Actions - firstvm
Power b E
GuestOS » i 0| | v Advanc

0 Prod-winvM-1

Snapshots
' Open Console

ip» Manage Snapshots

5% Migrate...
Clane »
Template » Delete All Snapshots

2. Provide a Name for the snapshot and an optional Description. The Quiesce
guest file system option requires VMware tools to be installed on the guest
operating system and Snapshot the virtual machine's memory option is selected
by default for a powered-on virtual machine. Click on OK as depicted in the

screenshot:

[ Take VM Snapshot for firstvm

Marne Snap

Description Apply patchD

[+ Snapshot the vitual machine's memary

[ ok || cancel
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3. The progress of the task can be tracked in the Recent Tasks pane:

[z| Recent Tasks

4~

Task Name Target Status

Create virtual machine snapshot B firstem "  Completed

4. Once completed, navigate back to the virtual machine, right-click, and click on
Manage Snapshots:

"@ wintowen Whiw are Tools: Mot running, not installs
[ esxi65ga-1.vcloud.local More info...
[ esxi65ya-2vcloud.local DNS Name:
[ e=xi65ga-2vcloud.local P Addresses:
L] Host: esxiE5ga-1.veloud loc g
S Prod-winyht-1 ﬁb Actions - firstvm {T @
Fowver 3
Gyest 09 p 4 onthisvirtual machine.
Snapshots % Take Snapshat..
.Hﬁ Cpen Console iy Revertto Latest Snapshot

& Migrate...
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5. The snapshot manager for the virtual machine depicts the newly-created
snapshot in a tree structure, along with details as shown in the following
screenshot:

Navigator X (pfirstem | (s =] & | {gjActions ~

Getting Started  Summary  Monitor  Configure  Permissions | Snapshots | Datastores  Metwarks

L] =] 8 e @ & MK | ghAlActions - Snapshot details

v [ wet weloud Jocal

Mame Snap
it
v @ 'fou are here o
v@ wmtoeen Description Apply patch01
[ e=xif50a-1 vcloud local
[ e=xif5ga-2.vcloud local
[ esviB50a-2vcloud local
& firstvm
1 Prod-inyhd-1
Created Monday, August 21, 2017 8:26:50 AM
op Diskusage 4117 MB
Snapshot the vidual machine's es
mermory
Cliesce guest file systerm (1]
Console

How it works...

In simple terminology, we know that a virtual machine exists in an abstract form of files.
The snapshot feature takes advantage of this and leverages file manipulation techniques to
capture the current state in one set of files while a newer state (or delta from the present
state) is redirected to a newer set of files. It does it in the following sequence of steps:

1. If the virtual machine memory is included, the ESXi host flushes the memory of
the virtual machine to disk (* . vmem)

2. If the Quiesce guest file system (Need VMware Tools Installed) option is
selected, the host invokes quiescing through the VMware tools.

3. File state changes are written to a * . vmsd file such that the snapshot manager Ul
populates the snapshot chain.
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4. Any new writes are redirected to the snapshot disks created (*~0000X . vmdk and
*~0000X-sesparse.vmdk).

The following screenshot is obtained through SSH access to the ESXi host, where the virtual
machine currently runs. Note the files created and modified in the timestamp Aug 21
15:19, this reflects the effect of a typical snapshot operation:

h
E
o
r
r
r
r
I

I

E
r
h
E
r
r
r
r
r
I

There's more...

A virtual machine snapshot file is a growable file, that is, it employs a copy-on-write
(COW) mechanism, hence it starts small and with every write it can grow as much as the
base disk. This also brings about an inherent performance penalty. A read has to traverse
the entire snapshot chain to reference the correct block and a write has to get a block
allocated and then write even if the parent/base disk is eager-zeroed thick format.

For best practices on creating virtual machine snapshots, read the VMware Knowledge Base
article 1025279: https://kb.vmware.com/s/article/1025279.
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Deleting a virtual machine snapshot

As previously discussed, snapshots are for temporary use only and would need to be
removed subsequently. Deleting a snapshot is often misconceived as deleting data in the
snapshot, however it is actually the process of committing (writing) the disk data into the
immediate parent disk. This also implies the memory state (if taken) from the snapshot files
are restored as well. The user can do this for every single snapshot or cumulatively for all
the snapshots that exist.

Getting ready

You will need to log in to the vSphere Web Client with the appropriate privileges to
manage snapshots. All tasks are to be done through the virtual machines' snapshot
manager. Manual modification of files requires significant expertise or may lead to data
loss.

How to do it...

A delete operation can be performed in the following two methods:

¢ Delete Snapshot: This operation will allow for a specific snapshot to be deleted.
When this is done, the data held by its VMSN and the delta file are committed
(written) to its immediate parent. The virtual machine's configuration file (vmx)
will be amended to reflect the parent disk/base disk of the deleted snapshot.

¢ Delete All Snapshots: This operation will allow for all snapshots to be deleted.
When this is done, the data held by its VMSN and the delta file are committed
(written) to its base disk. The virtual machine's configuration file (vmx) will be
amended to reflect the base disk of the deleted snapshot.
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The following procedure walks through the process of deleting a snapshot:

1. Right-click on the VM and select Manage Snapshots.

2. Select the snapshot to be deleted, and then click on Delete Snapshot as indicated
in the following screenshot:

‘vmware: vSphere Web Client

Navigator K| Gymstm | & [ W ) 3 | &S

Gefting Started  Summary  Monitor  Config

| o | @ 8 e i@ # K | EAl Actions

w [ Avet veloud.local ligy Revertto

w i pSnap1

v [l vmtown my .~ EditSnapshot
v ) vmtown i Delete Snapshot
[f esxi65ga-1 veloud local ©YoU  pejete All Snapshots

[ esxi65ga-2.vcloud local

B eaxiﬁﬁga-ﬁud,local

& Prod-wWinvm-1

3. Confirm the snapshot deletion, as depicted in the following screenshot:

Confirm Delete

;! Areyou sure you want to delete the shapshot 'Snap2'?

es
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How it works...
We shall walk through this with a typical use case of testing a patch.
In a hypothetical situation, an administrator needs to deploy a patch on Windows 2012/R2

systems across the data center. As a rule of thumb, these have to be tested in the test and
dev cluster VMs and observed for stability before implementing in production:

| Known good configuration ‘

|
Y

/ Take a snapshot of the VM /

1

Install the patch and observe for
24 hours

Revert to known
good configuration
state prior to the
snapshot/patch

Any stability
issues or errors

Mo

A J

Delete snapshot- OK to
proceed with patching
production

Stop
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Here would be the typical workflow:

Virtual machine is at a known good configuration state.
Admin takes a snapshot of the virtual machine.
Installs the patch on the guest OS and observes the VM for 24 hours for stability.
Are there application crashes, errors, or warnings in the event logs or user
reported issues?
e If no (no issues found), commit the patch, that is, delete the snapshot
taken in the first step and proceed to patch production VMs

L

e If yes (issues observed), go back to the previous state, that is, revert to
the state prior to applying the patch

Under the hood, the patch applied is held in the snapshot file. If the patch is proven to be
stable, we commit the snapshot to the base disk, that is, preserve and save the stable state. If
the patch is found to cause stability issues it is discarded by reverting back to the previous
state.

Restoring a snapshot in linear snapshot tree

Creating a snapshot typically leaves us with a decision making process of whether to
commit the changes or discard the changes. The Revert to the Latest Snapshot achieves the
latter, by discarding the subsequent changes. When we revert to a snapshot, we restore the
state of the virtual machine to the original state when the snapshot was taken.
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How to do it...

Let's walk through the procedure to revert to the current state:

1. Right-click on the VM and click on Snapshots | Revert to Latest Snapshot, as

depicted in the following screenshot:

vmware* vSphere Web Client  #=

Navigator X/ Gphrstom | ®F [ @ Y (35 | {cjActions v

4 Back Getting Started  Summary  Monitor  Configure  Per

iy B3 8 by & M | 6 AIActons ~

[ wet welood local

L Snapt
w [l vrmtown _
. . . L Snap
» [ Discovered virtual machine
w 1P v Wit wipsnpt.z
| ———

Actions - firstvm

b COTest& OB here
Poveer
Guest 05 »

3 Migrate g Manage Snapshots
Clone [

Delete All Snapshots

Template ¥

2. Confirm the revert operation as depicted here, you may choose to suspend the

virtual machine in the process:

Confirm Revert to latest Snapshot

; Current state ofthe virtual machine will be lost unless itis
£20 savedina shapshot Revertta latest (most recent) snapshot?

[ ] Suspend this vitual machine when reverting to selected
shapshot
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How it works...

Reverting to a latest snapshot will discard its delta contents and moves one level up in the
current snapshot hierarchy. The contents of the delta file are permanently lost. As
demonstrated in our example, we go back in time to the state prior to installing the patch.

Switching to an arbitrary virtual machine
snapshot

In complex use cases, one may require having multiple levels and hierarchies in a snapshot
tree. This is specifically applicable in a development life cycle, wherein each change may
need to be backtracked to ascertain which change triggered an issue. This is done through
the Revert to option.

This methodology allows granular control over switching to any arbitrary snapshot in a
snapshot tree, as opposed to moving up one level at a time with the Revert to the Latest
Snapshot option. The virtual machine returns to the original state at which the snapshot
was taken.

How to do it...

The following procedure outlines the steps to reverting or switching to a specific snapshot:

1. Right-click the virtual machine and select Manage Snapshots:

U firstum | (w7 EH Y S | {ghActions ~

Getting Started  Summary Monitar  Configure P

by & K | Al Actons ~
%y Revertto

- L_DSnam
/ Edit Snapshot -
3 Delete Snapshot

®ou Dielete All Snapshots
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2. Select a snapshot and click Revert to to restore the virtual machine to the
snapshot.

3. Click Yes to complete the process:

Confirm Revert to Snapshot

Current state of the virtual machine will be lostunless itis
saved in a snapshot. Revertto snapshot 'Snap2'?

Suspend this vitual machine when reverting to selected
shapshot

es No

How it works...

The Revert to option restores the selected snapshot in the snapshot tree and makes that
snapshot the parent snapshot of the current state of the virtual machine. Newer snapshots
taken from this point onward create a new branch of the snapshot tree.

Consolidating snapshots

Snapshot consolidation is a process of committing the content of snapshots to the base disk.
Traditionally, snapshots that were managed by third-party backup solutions were prone to
mismanagement. This lead to stale snapshot files and other residual files left in the virtual
machine directory, and skewed information displayed in the snapshot manager UI. This
option eases the troubleshooting and snapshot management effort by ascertaining the
virtual machine disk that requires consolidation and providing a Ul to consolidate the files.
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How to do it...

The following procedure outlines the steps to consolidate the snapshot:

1. Right-click on the VM, select Snapshots, and click on Consolidate.
2. Click Yes to complete the process and consolidate the residual data:

Confirm Delete

! Arewou sure you swant to delete the snapshot 'snap2.1'?

Yes

How it works

During a Delete Snapshot or Delete All Snapshots task, the process initiated removes the
snapshot from the snapshot manager and subsequently works in the backend consolidating
the files. At this juncture, if there are communication issues between host and vCenter or
there are multiple levels of snapshots or large snapshots being consolidated, there will be a
mismatch of information. In such cases, the Needs Consolidation feature scans the virtual
machine datastore and provides a mechanism to correct the skew.

Converting a virtual machine to a template

General datacenter practice is to have standardized IT approved OS images that will be
used for deployment, as opposed to building and installing a guest OS from scratch at every
instance. This is addressed by using either virtual machine templates that are native to
vSphere or leveraging open virtual machine standard OVF/OVA.
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How to do it...

In the following recipe, we shall discuss converting/cloning a virtual machine to a
template/OVF for reuse:

1. Right-click on a VM and navigate to Template | Convert to Template:

3 Prod-# (5 Actions - firstvm ""1
Power >
Guest 0S v
Snapshots r

[ Open Console
[A_;;

Migrate... gory Description
Clone p listis empty.

Template a" Convertto Template

Fault Tolerance » & Export OVF Template..

2. Confirm from the Recent Tasks pane that the task is completed as shown in the
screenshot:

[z] Recent Tasks

ER
Task Hame Target Status
mark virtual machine as termplate G firstvm +  Completed

How it works...

The Convert to Template option simply marks a virtual machine as a template. The
underlying file extension of a virtual machine configuration file (. vmx) changes to a virtual
machine template file (. vmt x). This ensures that typical virtual machine-specific tasks such
as power-on or reset can no longer be executed against the template.
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Cloning a virtual machine to template

Often, the use case for storing virtual machine images is done through cloning the virtual
machine to a template. This method creates a copy of the original virtual machine, whereas
previous methods mark the source VM as a template. In addition, the cloning process also
allows an additional option to modify the disk storage type. This helps conserve storage
space by allowing any disk format to be changed to a thin provision format.

How to do it...
In this recipe, let's walk through the steps to clone a VM to template:
1. Right-click on the VM and navigate to Clone | Clone to Template.

2. Choose an appropriate Name, Folder, Compute Resource, and Storage Resource
and click Finish:

29 firstvm - Clone Virtual Machine To Template ?) M
1 Edit setfings Pravisianing type: Clone virtual maching to termplate -
v 1a Selecta name and folder Source virtual machine:  firstem
"  1b Selecta compute resource Ternplate name: tast?
»  1c Selectstorage Folder: WiTton
V’ Host: esxifaga-2 veloud.local
Datastore: ISCEl2
Disk starage: Thin Pravision
1 v
Back Finish Cancel

Exporting to an OVF template

A virtual machine is highly portable. This moved a notch higher with the coming together
of key vendors in standardizing the virtual machine format. The standardization effort lead
to Distributed Management Task Force (DMTF) and the outcome of this is the Open
Virtualization Format (OVF).
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How to do it...
In the following recipe, we will demonstrate exporting a Virtual Machine to OVF template
for portability across a supported virtualization platform:

1. Right-click on a VM and navigate to Template | Export to OVF Template...:

wd firstvm B DS Mams:
- [ Test & Dev i P &ddresses:
1 Prod-winyhl L] Host: esxiESga-1.vel
T B Actions - Prad-wyinhi-1 {-,
Power [
GuestOs ¥ O
Snapshots r
®H Open Console O
& Migrate... Description
Clone b CEmply
Template A Comvert to Template
Fault Tolarance » @ Export O4F Template...

2. Provide additional details required—Name, Annotation and leave the Advanced

option unchecked:

Export OVF Template
Narme |Prod-wmvm-1 |
Format |FOIder offiles (OVF) |
Annotatian

Advanced [[] Enable advanced options

[ OK ][ Cancel ]

3. Confirm from the Recent Tasks pane that the task is completed.
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How it works...

In the backend, the virtual machine is copied and converted into an OVF format that
conforms to the format prescribed and agreed upon by the Distributed Management Task
Force (DMTE).

While the advanced option allows for additional configuration settings to be incorporated,
it drastically affects the portability across other virtualization platforms and should be
avoided unless required.

Deploying a virtual machine from an OVF
template

Deploying virtual machines from OVF templates has become a defacto standard. This is due
to the obvious reasons of faster deployment, easier management, and compliance to
standards. In this recipe, we will walk through deploying a virtual machine from an OVF
that was sourced from an external repository.

Getting ready

Determine a source URL from where an OVF can be downloaded. If the network
connectivity is unstable or flaky, it is preferred to download the OVF files. Ensure file
integrity through checksum mechanisms and store in a repository accessible to the vSphere
environment.

How to do it...
The following procedure outlines the steps to deploy a VM from an OVF template:

1. Connect to the vCenter Server as an administrator or a user with relevant
privileges by using the vSphere Web Client.

2. Navigate to the VMs and Templates view from the inventory home.
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3. Right-click on the datacenter object and click on Deploy OVF Template... as
shown in the following screenshot:

W (@ | 8 @

~ [ wet veloud. local

w [ vrritowm i
b EJ Di_‘ Actions - vimtowen

»EPn T Add Host

m G Mew Cluster.,

- [ Te: ey Folder .
G Distributed Switch »
[Jtes  Mewvitual Machine »
B8] Mew whpp from Librany.. |

WF Template...

4. Click on Local file (or point to the URL) and click Next, as depicted here:

¥¢l Deploy OVWF Template

v Selecttemplate

Select an OVF template.
2 Selectname and location
3 Selecta resource Enter a URL to download and install the CVF package from the Internet, or browse to a location accessil]
such as a local hard drive, a network share, or a CD/DVD drive.
4 Review defails

5 Selectstorage (JURL

6 Ready to complete |

(=) Local file

Browse_. | 1file(s)selected, click Nextto validate

Ay Use multiple selection to =elect all the files associated with an OWF template (o, wmdk, etc)

5. Populate the Name, Location, and Compute Resource.
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6. Choose an appropriate datastore and disk format, and click Next as depicted
here:

o

11 Deploy OVF Template W

v 1 Selectemplate Selectstorage

Select location 1o store the files for the deployed lamplate

v 2 Selectname and location
v 3 Selecta resource Select virtual disk format. | Thick provision lazy 2eroed

v 4 Revew detalis

M storage policy MNone -
5 Select storage
— [[] 8how datastores from Storage DRS clusters
6 Select networks
Fitter

|
Datastores | Datastore Clusters

Name Status WM storage policy Capacit Free

B esxb5ga-3 @ Momal Wi Encreption Po 5 GB 1.09 GB
) B isC51 @ Normal WM Encreplion Po 38 GB 21.55 GB
B iscsl-2 @ Mormal WM Encréplion Po.. 3825 GB 36.8 GB

[ ] ﬂ jacts |4 Copy -
Back Hext Cance

7. Select the appropriate network, review the details, and click Finish.

How it works...

As part of the Deploy from Template wizard, an OVF file is imported and is validated.
Once the file integrity is verified in the import process, a virtual machine creation process
with the respective inputs is passed to the host very similar to the standard virtual machine.

There is more...

For a deeper understanding and the specifications of OVF, see the resources published by
DMTF, called Open Virtualization Format White Paper - DSP2017: https://www.dmtf.org/
sites/default/files/standards/documents/DSP2017_2.0.0.pdf.
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Creating a local content library

A content library is a repository for VM templates or other files that can span across
vCenter instances within or across locations. This further enhances the consistency,
compliance, and efficiency in managing virtual machines. Content libraries are primarily of
two kinds:

e Local library
¢ Subscribed library

A Local library is intended to service a single vCenter Server instance, however one can
choose to publish it for users from other vCenter Server instances to subscribe and use. A
Subscribed library is carved out of subscribing from a published library.

How to do it...

In the following recipe, we shall create a local content library and upload contents:

1. Log in to vCenter Server with the relevant privileges.
2. Navigate to Home | Content Libraries as shown here:

vmware: vSphere Web Client  fi=

Navigator X (] HOME e—

4 Back 2 Home

fA Home Inventories

[} Hosts and Clusters > — % |
g i) | O
|&] WS and Templates > | “ L = E
3 storage > Hosts and Wi and Storage Networking Globa
(:_5_ Networking b Clusters Templates Inventory Lists
>

[& Content Libraries

Dpemions gnd Policies
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3. Select Local content library and check Publish externally, you may choose to
have an authentication enabled by selecting the Enable authentication checkbox:

| New Content Library 2) M

1 Name and location Configure content library
Local libraries can be published externally and optimized for syncing over HTTP. Subscribed libraries originate from other

i 2 Confgure content library published libraries

3 Add storage
0 (») Local content library

[ Publish externally

] optimize far syncing over HTTP
The lilrary cannot be used to deploy virual machines.

[ Enable authentication

Password: “‘*’*‘" ‘

Confirm password: I""""""1 I
Longer passwaords are stronger passwords. &l characters can he
Lizer.

() Subscribed content library

Back Next Cancel

4. Choose an appropriate datastore and click Finish. Review the Recent Tasks to
confirm that library creation is complete:

7] Recent Tasks

3~

Task Mame Target Status

Create Library _,J vl wiloud local " Completed
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5. Navigate to the newly created content library, home, and then content library |

library name:

vmware: vSphere Web Client A=

| Navigator X | Efiibdocal | [G | {Actions ~
4 Back Getting Started ‘ Summarny | Configure  Templates  Other Types
g Liblocal
Lib-local
Templates Type: Local
[ cther Types J Storage: Dstastore
- Size: 5777 MB
4 tems 1
—— Streaming optimzed: No
Created: Monday, August 25, 2017 4:42:05 AM
Last modified Monday, August 28, 2017 4:43:54 AM
= Publication |
Published externally es
Subscription URL https:divet veloud lacal:4 430 shesplib/e3A0993b-978b-4eer97fe-355ee1 37 30 dilib json Copy Link
Pasgword protection  Yes
Edit Seftings

6. Note down the Subscription URL depicted under Summary | Publication for

future reference.

7. Click on Actions | Import Item...:

vmware* vSphere Web Client  #=

[ff Libdocal | [G | {53 Actions ~

Templates
[ other Types

Getting Started ’ Sun

B Actions - Lis-local

A Import lterm...
4° EditSettings...

Rename...
Edit Motes...
Tans

3 Delete

8. Provide the location of the file to be imported in the section named Source
file through any of the two available options: URL or Local file as shown here:
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[ Lib-local - Import Library ltem T

Source

Select the OVF package or other file type to impart.

Source file:
URL
») Lacal file
Browse... | Wulips jpg
Destination
ltern name: Tulips.ina
Motes:

Content library: [ Lib-local

OK Cancel

How it works...

Prior to the content library, virtual machine templates or ISO files were typically shared
through an NFS datastore as a common practice. There were also other archaic techniques
to move files through external/portable storage to share data around using third-party
solutions. A content library simplifies this portability and enables this as a native feature.
Any valid datastore available in vCenter is exposed as a repository for commonly used files.
Furthermore, if the datastore is connected directly to participating ESXi hosts, the data
transmission operations can leverage vSphere Storage APIs for Array Integration (VAAI)
to greatly reduce the file transfers.

Creating a subscribed content library

A subscribed library primarily piggybacks on an existing content library by subscribing to
it. It also optimizes storage space by synchronizing only the metadata, and does not copy
over all the library items from the local published library unless required.

[423 ]



Creating and Managing Virtual Machines Chapter 11

Getting ready

In order to create a subscribed library, we need the source local content library on which the
content is published externally. You will also need the following details:

e Subscription URL of the source content library
¢ Authentication credentials to access the library

How to do it...

The following procedure outlines the steps to create a subscribed content library,

1. Log in to vCenter Server with the relevant privileges.
2. Navigate to Home | Content Libraries as show here:

vmware:* vSphere Web Client  #=
Navigator X (2] HOME e—

4 Back b Home

[} Hosts and Clusters _ » |
: ) ©
I IJ — ﬂ I e

Globa

|&] "M and Templates

W OW W VY Y

8 Storage Hosts and Wis and Storage Networking
Q Networking Clustars Templates Inventory Lists
[5 Content Libraries

Ooemtions and Policies

3. Select Subscribed content library and provide the Subscription URL local.

4. If authentication was enabled on the source local content library, choose Enable
authentication and provide the credentials.

5. Select Download library content only when needed:
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1/ New Content Library ?) W

« 1 Name and location Configure content library
ocal libraries can be published externally and optimized for syncing over HTTP. Subscribed libraries originate from other

2 Configure content library published libraries

3 Add storage
Local content library

=) Subscribed cor1ent||r,'ar-,°

Subscription URL |a| 443/clsivespibic360993b-979b-4eef-97e-355ee1 37 3M dilib.json °

4 Readyto ¢ ot

¥| Enable authentication
Password

Download all library content immediately

=) Download library content only when neede

v storage space by storing onty metadata for the tems, To use a content library item, synchronize the tem or the whole library,

Back Next Cancal

6. Choose the appropriate datastore to host the subscribed library items.
7. Review the chosen configuration details and click Finish as depicted here:

| New Content Library

+ 1 Name and location Readyto complete
Review content library setings.
~ 2 Configure content library

+ 3 Add storage

Mame: Sub-lib
4 Readyio complete
Maotes: a zample subscribed library
wCenter Saner: (& welwveloudlocal
Type: Subscribed Cantent Library

Subscription URL: hitps:itved veloud local: 44 3felshespdlib/c I60993b-97 9b-4eef 47 fe- 355001 3730 dilib.json

Storage: B iscsk1

Back Finish Cancel
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How it works...

A subscribed library synchronizes the content from the source local content library that is
published. We have two options available while creating a subscribed library:

e Download all library content immediately
¢ Download library content only when needed

The Download all library content immediately option initiates a synchronization process
from the source library datastore to the destination library datastore. This process copies the
entire content once the library creation task is complete.

The Download library content only when needed option creates a catalog of the library
items of the source library, in other words it creates a catalog or metadata of information
available in the source library.

You may choose to download only necessary content when required and subsequently
delete the item from the subscribed library to conserve storage space.
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Configuring vSphere 6.5 High
Availability

In this chapter, we shall cover the following recipes:

¢ Enabling vSphere HA on a cluster

¢ Configuring vSphere HA Admission Control
Setting the host isolation response for a HA cluster
Setting the VM restart priority for a HA cluster
Configuring VM monitoring

Configuring datastore heartbeating

Disabling host monitoring
Configuring vCenter Native High Availability

Introduction

VMware vSphere High Availability (HA) is a functionality that is used to prepare a cluster
of hosts to handle failure gracefully. vSphere HA has several mechanism and failure
tolerance levels that can be set on the workloads, and can minimize or, in specific cases, also
nullify downtime. In essence, any IT organization has to deliver and adhere to a set of SLAs
and vSphere HA is a critical feature that aids in meeting these business-driven SLAs.
Starting with vSphere 6.5, one key addition has been made to the vSphere HA optimization
by enabling a native High Availability for vCenter.
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The key aspect of the feature is that it's native unlike the previous clustering and back up
methodologies that were used to safeguard vCenter as an application. On the other
hand, vSphere AppHA is no longer available in vSphere 6.0 onwards. In this chapter, we
will learn the configuration steps and nuances of High Availability.

Enabling vSphere HA on a cluster

The fundamental principle of HA is to be able to recover virtual machines from a host that
has failed to another. That implies that other hosts in the cluster are capable of providing
compute, storage, and network identity for the virtual machine similar to the failed host.

vSphere HA is not enabled by default on a host cluster. It has to be manually enabled. In
this recipe, we will understand the requirements of a HA cluster, how it is enabled, and
how it works.

Getting ready

Although the actual process of enabling HA is as simple as a click of the checkbox, in order
to successfully host the VMs from a failed host, the following prerequisites need to be met:

1. All hosts must be licensed for vSphere HA.

2. All hosts should access the same shared storage, that is, access to the datastore
containing the virtual machine files.

3. All hosts should have access to the same virtual machine networks.

=

All hosts should be configured to have a common Management Network.

5. Sufficient compute resources (CPU and memory) to meet the virtual machine
resource requirements to support a failover event.
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How to do it...

1. Log in to vSphere Web Client with the relevant privileges.

2. Navigate to the specific cluster | Configuration | vSphere Availability as
depicted in the following screenshot:

Mavigator E Dwmtown T G {c} Actions ~

4 Back Gettin..  Summ.. Monitor | Config.. | Permi.. Hosts %Ms Datast. Retwo.. Updat..
a G
o = = “ vSphere Availability ll% Edit...
) - Senices |
i X Edit cluster settings
ST B Runt nfarmation far here HA s rEFONET UNOEr To

esxibsga-1.veloud local
& esxiGbga-2 veloud local

vSphere Availability

» Virtual SAN .

= ) -
|2 esuiB5ga-3vcloud local Availability failure conditions and responses

3. Click on Edit... and click the checkbox Turn ON vSphere HA and click OK:

[[% wmtown - Edit Cluster Settings 7 M

wSphere DRS vSphere Availability

phere Availability

i vSphere Availability is comprised ofvSphere HA and Proactive HA. To enable Proactive HA you must also enable DRS on the cluster
Failures and Responses

Proactive HA Failures V] Turn OM wSphere HA
and Responses

P — Turn on Proactive HA Turn on ORS to enabie

Heartheat Datastores Failure Response Details

Advanced Options Host failure @ ReslarvMs RestartWhs using VM restart priority ordering.
Proactive HA & Disabled Proactive HA is not enabled
Host Isolation @ Disabled Ws on isolated hosts will rernain powered on
Datastore with Permanent ¢ Disabled Datastore protection for All Pathe Down and Permanent Device Loss is
Device Loss disabled.
Datastore with All Paths @ Disahbled Datastore protection for All Paths Down and Permanent Device Loss is
Dowin disabled.
Guestnot hearthesting @ Disabled “hl and application monitoring disabled.

Ll i »

ok || cancel |
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4. You may also verify that vSphere HA has been successfully configured and
enabled from the Tasks and Events pane:

Tas Hame Target Status

- Reconfigure cluster @ WO ' Completed
Configuring vSphere HA @ es¥iboga-1 . veloud.local "  Completed
Caonfiguring wSphere HA @ esxiBaga-3vcloud.local '  Completed
Configuring vSphere HA @ es¥ibaga-2 veloud.local "  Completed

How it works...

Under the hood, vSphere HA is a Fault Domain Manager (FDM). FDM leverages the
concept of master and slave, that is, in a given cluster, there is an elected master that
monitors the health of the other hosts in the cluster and also communicates the status with
the vCenter. When the enable HA operation is initiated, each host in the cluster goes
through a preparation state of activating an agent and enabling communication across the
agents. The host that has the most numbers of datastores accessible wins the race to be the
master.

Once the master is elected, its key responsibilities are to:

1. Monitor the hosts in terms of availability and maintain an inventory of the
protected VMs and their power state from all the hosts.

2. Restart the VMs known to be running on a given host when they fail to alternate
hosts.

3. Reflect the state of health of the cluster through vCenter.

The master host leverages the management network to detect host heartbeats from every
host each second. If at any given instance a heartbeat is not received, a secondary validation
is done by checking if the datastore in the cluster has received the heartbeat. If the host is
neither heartbeating to the host over a management network nor to the datastore, it is
deemed failed. If the host stops heartbeating to the master but continues to heartbeat to the
datastore then the host is deemed as isolated or network partitioned.

[430]



Configuring vSphere 6.5 High Availability Chapter 12

In other words, there is likely to be a problem in the management network connectivity
alone and the virtual machines by themselves are unaffected. With host isolation/network
partition, there is also a likelihood of the virtual machine network connectivity getting
affected. For instance, if the host network cards fail or if the uplink switch manifests a
problem, particularly in a converged infrastructure, the impact can be widespread and
affect the virtual machine network as well. In almost all scenarios, a VM with impaired
network connectivity is as bad as any other outage. Nonetheless, vSphere HA is fairly
capable of handling these scenarios well, depending on the stability and redundancy
available on the physical network, one can design a graceful response to isolation/network
partition as well.

Configuring vSphere HA Admission Control

As with any environment, not all workloads are the same and we will need to be selective
about the virtual machines that need to be restarted, and more importantly the sequence of
restart. Admission control configuration plays a key role in ensuring that the right virtual
machines are restarted in a specific order and ensuring that it does not do so at the cost of
performance degradation of the other running VMs.

There are three admission control policies:

e Cluster resource percentage
e Slot Capacity
e Specify dedicated failover hosts

In this recipe, we will discuss configuring admission control and its nuances.

Getting ready

Needless to say; ensure vSphere HA is configured. At a high level, have a categorization of
workloads based on their criticality. In addition, remember that failover capacity is a key
attribute in your original design, that is, how much headroom you have in your cluster in
the event of failure in terms of capacity or the number of hosts failures you can afford to
tolerate.
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How to do it...

The admission control configuration is available as a subset of vSphere HA settings
described earlier in the chapter:

1. Navigate to Cluster | Configuration | vSphere Availability | Edit. Click on
Admission Control as depicted here:

7 vmtown - Edit Cluster Settings

vSphere DRS Admission Control

wvSphere Availability
Admission control is a policy used by vSphere HA to ensure failover capacity within a cluster. Increasing the value of host failures cluster

Failures and Responses talerates will increase the availaility constraints and capacity reserved.
Proactive HA Failures
and Responses Host failures cluster tolerates 1= Mawirmuen is one less than nomber of hosts in cluster
Admission Control
Drefine host failover capacity by =
e r— Cluster resource percentage
Advanced Options [] Override calculated failover capacity.
CPU 33 %
Ferformance degradation Whs 100 ; % Percentage of performance degradation the ¥hs in the cluster are allowed to
tolerate tolerate during a failure

0% - Raises awarming ifthere is insufficient failover capacity to guarantee the
sare performance after YMs restart
100% - Wiarning is disabled

2. Select Cluster resource percentage.
3. Click OK to accept the default values.

How it works...

Admission control can be set to tolerate a maximum of N-1 number of host failures in a
cluster.

With the Cluster resource percentage option, a computed or user defined failover capacity
is reserved in the cluster. Any operation violating this constraint is disallowed. This is
enforced as follows:

1. Computes the total resource requirements for all powered-on virtual machines in

the cluster.
2. In parallel, it calculates the total host resources available for virtual machines.

3. Calculates the Current CPU Failover Capacity and Current Memory Failover
Capacity for the cluster.
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If either the Current CPU Failover Capacity or Current Memory Failover Capacity is less
than the corresponding configured failover capacity then the operation is disallowed.
vSphere HA by default uses the actual reservations of the virtual machines. If a virtual
machine does not have reservations, a default of 0 MB memory and 32 MHz CPU is
applied.

With the Slot capacity option, a placeholder slot is derived at. Each slot acts as a
placeholder for a virtual machine, that is, a slot can satisfy resource requirements of any
given powered-on virtual machine in the cluster:

Compute Slot capacity.
Determines how many slots each host in the cluster can hold.
Determines the current failover capacity of the cluster.

Ll e

This is the number of hosts that can fail and still leave enough slots to satisfy all
of the powered-on virtual machines.

5. Determines whether the current failover capacity is less than the configured
failover capacity (user-defined). If it is, Admission Control disallows the
operation.

With the Dedicated failover hosts option, specific targeted hosts are intended for restarting
the virtual machines. These hosts play the role of spares. You can neither vMotion nor
power-on virtual machines to the dedicated Failover Hosts:

% vmtown - Edit Cluster Settings ?

vSphere DRS Admission Control
vSphere Availability
Admission cantral is a policy used by vSphere HA to ensure failover capacity within a cluster. Increasing the value of hast failures cluster

EaluistlandBEsponses tolerates will increase the availability constraints and capacity reserved.

Proactive HA Failures

and Responses Host failures clustar tolarates 1 - Maximum is one less than number of hosts in cluster.
Admission Control
Define host failover capacity by i -
Heartbeat Datastores Dedicated failover hosts
Advanced Options +

Failower Hosts

esxiffga-3vcloud.local
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Setting the host isolation response for a HA
cluster

Getting into the nitty-gritties of HA, a host failure may not be as straightforward as a going
hard down/crash. There are situations when the host may fail partially, for instance, let's
presume a set of network cards have failed. If the NICs were associated with the
management network, the host gets isolated from the other hosts. At this juncture, the host
has not truly failed and all of the virtual machines are in a pristine functioning state.
vSphere HA could restart these VMs, causing an outage to the application/end user, or it
could choose to have additional validations and trigger a more appropriate response.

In this recipe, we will discuss configuring host isolation response.

Getting ready

Similar to previous recipes of availability, understand the criticality of your virtual
machines as well as their SLAs. This information is key to configuring HA right.

How to do it...

Log in vSphere Web Client with the relevant privileges.
Navigate to the specific cluster | Configuration | vSphere Availability.
Click on Failures and Responses.

= LN =

Click on the expand the drop-down list for Response for Host Isolation
response.

5. The default option is to leave Disabled, leave it unchanged as depicted in the
following screenshot:
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[T vmtown - Edit Cluster Settings B

wSphere DRS Failure conditions and responses

vSphere Availahility
You can configure how wSphere HA responds to the failure conditions on this cluster. The following failure conditions are supported: hast,
Failures and Responses hostisolation, YM compaonent protection {datastore with POL and APD), VM and application

Proactive HA Failures [¥] Enahle Host Monitaring @
and Responses

Admission Control » HostFailure Response Restart ¥is -
Heartbeat Datastores ~ Respanse far Host 1salation

Advanced Options i
i Hostisolation response Allows you to configure the cluster to respond to Host netwark isalation failures.

) Disahled
Mo action will he taken on the affected Wis.
Shut down and restart Vils

All affected hosts will be gracefully shutdown and vSphere HA will atternpt to restart the Whs
on hosts that are still anline

Fower off and restart Wis

All affected hosts will be powered off and vSphere HA will atternpt fo restart the WMs on hosts
that =till have network connectivity,

How it works...

Once a host is determined to be isolated, we have the following three options:

¢ Disabled: Do not take any action, running VMs continue to run

e Shut down and restart VMs: The running virtual machines will be shut down
(provided VMware tools are installed) and vSphere HA will restart the VMs on
other hosts in the cluster

e Power off and restart VMs: The running virtual machine will be abruptly
powered-off, vSphere HA will restart the VMs on other hosts in the cluster

The key question is when to choose what. The answer to this is subjective to certain
conditions. If we know that the network is flaky, not highly redundant, or prone to
intermittent outages, a host isolation perhaps is a common phenomenon. In such cases, it's
best to leave this option disabled. As an evasive option as shutdown or restart can increase
the outage time. On the other hand, if the network is known to be fairly stable and
workloads are critical, its best to choose to shut down the VMs.

[ 435 ]



Configuring vSphere 6.5 High Availability Chapter 12

The choice between shutdown and power off are straightforward. For critical workloads it's
best to save in-memory data through a graceful shutdown.

Setting the VM restart priority for a HA
cluster

VM restart priority, in conjunction with the previous configuration settings, ensure that
critical workloads get precedence over other workloads. This can be fairly important in
terms of how quickly a workload resumes and is of particular importance when admission
control is enabled. Given a situation wherein you have 10 VMs to be restarted, 3 of them
being critical workloads, by setting higher restart priority for the 3 VMs, we ensure that
they get restarted first and they have a better probability of obtaining the reserved capacity
of failover.

Getting ready

The restart priority is relative, hence it is important to differentiate the critical workloads
from the rest. Unless explicitly overridden, all VMs adhere to the global settings at the
cluster and are deemed equal.

How to do it...

1. Log in to the vSphere Web Client with the relevant privileges. Navigate to the
specific cluster | Configuration | VM Overrides:
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vmware* vSphere Web Client fis

Navigator X | Plemtown G B & {53 Actions ~
4 Back Gefting Started  Surmmary  Monitor | Configur issi
i3
o a a8 Q “ VM Overrides

w [ ve1 veloud local

v Services
) [ Add. it
; [A) wSphere DRS
@,esmﬁﬁga—mcluud local vSphere Availability :
[ esxi65ya-2 veloud.local » Virtual SAN -

[J eswiBsga-3veloud.local

& Damn Small Linux (1) ~ Configuration

5 firstvm General
[ Prod-wWinyi-1 Licensing
ViMware EVC

VMHost Groups

VMHost Rules
VM Overrides E

2. Click on Add... | +sign to select one or more VMs as shown. Choose from
varying degrees of criticality from Lowest to Highest:

% vmtown - Add VM Overrides (7)
9k
G firstvm - - N
Wi restart priority: | Use Cluster Seftings | A J

Start next priority Whs when:

Additional delay:
or after timeout occurs at:

Response for Host Isolation:

3. Click OK to complete.
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How it works...

Each VM level setting overrides the cluster level global setting in the event of host failure.
VM specific settings are assessed and addressed, followed by the default setting applied at
the cluster level. The outcome of having varied restart priorities across a workload is that
vSphere HA will now have an inventory of VMs that ought to be restarted in a very
sequential fashion.

Configuring VM monitoring

vSphere HA can be configured to monitor virtual machines, so that unresponsive VMs can
be restarted (reset). This is achieved by enabling VM monitoring on the HA cluster. You can
also enable application monitoring. This will restart a VM if the VMware Tools application
heartbeats are not received within a predefined timeout value. This is not to be confused
with the host monitoring itself and is independent. This feature helps in cases where a
virtual machine has hung and typically requires being restarted.

How to do it...

The following procedure outlines how VM monitoring can be configured:

1. Log in to the vSphere Web Client with the relevant privileges. Navigate to the
specific cluster | Configuration | vSphere Availability.

2. Click on Failures and Responses | VM Monitoring shown in the following
screenshot:
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% ymtown - Edit Cluster Settings 7 b
vSphere Availability A

- %M Monitoring
Failures and Responses.

Proactive HA Failures Enable heartieal monionng i monitoring resets individual Whs if their Yhiware tools heatbeats are not received within a
and Responses settime. Application monitoring resets individual Y6 s iftheir in-guest heartbeats are not
received within a settirme

Admission Control

Heartbeat Datastores [w] M Monitoring
Turns on whware tools heartheats When heartheats are not received within a settime, the
guest 05 is restarted.

Advanced Options

[ Application Monitoring

Tutns on ion heartbeats. When heanbeats are not received within a settime, the
guest OF is restarted.

Heartheat monitaring
sensitivity

Custom

0K Cancel

How it works...

Virtual machine monitoring uses VMware Tools to send heartbeats to the host its running
on. If a heartbeat is not received within the configured threshold, then the VM is deemed as
unresponsive/hung and then subsequently restarted. The threshold/sensitivity for
heartbeating is configurable:

e High: Checks for a heartbeat every 30 seconds and reset every 1 hour
¢ Medium: Checks for a heartbeat every 60 seconds and reset every 24 hour
e Low: Checks for a heartbeat every 120 seconds and reset every 7 days

In order to avoid repetitive restarts and false positives, for any level of sensitivity three
resets can be initiated per VM in a given reset period. Another key aspect is while
heartbeats are not received, the network and storage activity of the VM is validated prior to
initiating a reset. If any storage or network activity has been observed in the last 120
seconds, the VM will not be reset. This is done to ensure that the issue is not specific to
VMware tools but the actual guest OS.
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While the previous predefined configurations can be chosen from, a user is also at liberty to
set his own criterion for VM monitoring. The same logic applies to application monitoring,
however specific SDKs need to be configured to monitor application heartbeats instead of
VMware tool heartbeats.

Configuring datastore heartbeating

vSphere HA uses datastore heartbeating to check the liveliness of a host if it cannot be
reached over the management network. This is enabled by default and cluster datastores
are automatically chosen, this can also be user configured.

How to do it...

1. Log in to the vSphere Web Client with the relevant privileges. Navigate to the
specific cluster | Configuration | vSphere Availability.

2. Click on Heartbeat Datastores shown in the following screenshot:

% vmtown - Edit Cluster Settings ?

vSphere Availability
ses datastores to monitor hosts and virtual machines when management network has failed. vCenter Server selects two
h host using the policy and datastore preferences specified below

tion po

Failures and Responses

Proactive HA Failures
and Responses

ble from the host
onlyfrom the st

ar
[
o
51
o

Admission Confrol

s from the specified listand complement automatically if needed

3. Click on Automatically select datastores accessible from the host.

How it works...

vCenter automatically chooses two heartbeat datastores per host (can have an overlap
between hosts). When the host is network isolated or partitioned, the datastore acts as a
witness to rule if the host has truly failed or is network impaired. This setting may seldom
require to be changed, if there is datastore known to be more resilient then the user can
override vCenter's choice and configure the heartbeat datastore manually. An even safer
option would be to prescribe a heartbeat datastore and complement it with an automatic
choice, which is the third option available.
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Disabling host monitoring

Host monitoring is generally disabled during network maintenance activities that would
affect the host's management network connectivity. This is done to prevent unnecessary
triggering of the host isolation response configured for the HA cluster. Host monitoring can

be disabled by editing the cluster settings.

How to do it...

1. Log in to the vSphere Web Client with the relevant privileges. Navigate to the
specific cluster | Configuration | vSphere Availability.
2. Click on Failures and Responses and uncheck Enable Host Monitoring:

% wmtown - Edit Cluster Settings

vSphere DRS Failure conditions and responses
vSphere Availability
You can configure how vSphere HAresponds to the failure conditions on this cluster. The following failure conditions are supported: host
Failures and Responses host isolation, VWl component protection (datastore with PDL and APD), WM and application.
Proactive HA Failures Enable Host Monitoring @

and Responses
Admission Control

Heartbeat Datastores

Advanced Opfions

¥ WM Maonitoring ‘I Monitoring Cnly

How it works...

All HA activity is disabled until the setting is enabled again. But why do this when you can
just disable HA? This setting reflects a transient state and conserves the effort to completely

unconfigure HA across the cluster and essentially saves some cycles.

[441]




Configuring vSphere 6.5 High Availability Chapter 12

Configuring vCenter Native High Availability

vCenter Native High Availability (vCHA) is certainly one of the most awaited features of
vSphere 6.5. Until now, there have been a slew of features that were enabled by the vCenter
but not for the vCenter. In this recipe, we shall discuss configuring vCHA.

Getting ready

This feature works with a standard vCenter license and work with vCenter Server
Appliance 6.5 embedded or external PSC. A minimum of three ESXi hosts are needed. You
will also need to configure a separate network/portgroup that is different from the
management network to configure the vCHA network.

How to do it...

1. Log in to vCenter with the appropriate privileges. Navigate to Home | Host and
Clusters.

2. Click on your specific vCenter | vCenter HA. Click on Configure as depicted in
the following screenshot:

vmware: vSphere Web Client  #= Updated at 5:32AM &) | Administrator@VSPHERE.LOCAL = | Help » |
Nawigator X | Owetwclouddocal | T ) *p g | (GhActons v
1 Back Getting.. Summ..  Monllor | Config..  Permis Datace Hosts Wis Datast Metwor Linkad Extens. Upadat. .
U 2 - “ vCenter HAiis not configured Configure
(4 vt weloud local ) _
v [lyvmiown e Click the Configure button to create the HA topology shown .
« [P vmitowin General
7, esiB5ga-1 veloud local Licensing
=Y. " =
@ eswbsga-2 veloud local T Man,ﬁ::‘,‘;‘:‘; \

@ e=:dit5ga-3vcloud local
Avanced Settings

3 Damn Small Linw (1)
& firstvm Auto Deploy
&8 Prod-winym-1

- More

Key Management Servers

vCenter HA Network

5 p P M
Storage Providers PASSIVE

- [ 4

WITNESS
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3. Choose the Basic option.

4. Provide a unique IP address for the Passive Node and the Witness Node, and
click Next as depicted in the following screenshot:

Configure vCenter HA , "

SelectIP settings for Passive and Witness nodes
Specify IP settings for Passive and Witness nodes.

' 1 Selecta configuration option

2 SelectlP setiings for Passive
and Wilness nodes
Selecta deployment vCenter HA IP address on Active node (NIC1):  10.10.50.160 Show all IP settings
configuration

4 Re: Passive Node (new)

vCenter HA IP address (MIC1): 10.10.50.161 Advanced...

ﬁ All other IP settings of the vCenter HA network and the management network will be same as on the Active™
advanced settings in order to customize them.

Witness Node (new)

vCenter HA IP address (NIC1): 10.10.50.162 Advanced...

0 All other IP settings of the vCenter HA network will be same as on the Active node. Use the advanced settil
customize them.

Back Hext Cancel
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5. Select a deployment configuration by providing distinct target hosts and
datastores for the three nodes and click Next as depicted here:

Configure vCenter HA 2] My
+ 1 Selecta configuration option Selecta deployment configuration
N . Select a deployment configuration for Passive and Witness nodes.
v 3 SelectIP setlings for Passive
and Witness nodes
4 Selecta deployment Active Node (vcha-p01.corp.local)
configuration
4 Readyto complete Location: Networks: Storage:
Q esx-07a.corp.local g_i"v"r.-l MNetwork (Management) B ESK-07-Local
() veha-p01.corp.local VCHA-Internal (vCenter HA)
[1Discovered virtual machine
Passive Node {vcha-p01.com.local-peer) A compatibility warnings... Edit..
Location: Networks: Storage:
E| esx-08a.corp.local @'v’l'-.-l Network (Management) E NFSB
(5 veha-p01.corp.local "v"CH.#.-Intema\ (vCenter HA)
[ Discovered virtual machine
Witness Node (vcha-p01.com.local- wimess) & compatinility warnings... Edit..
Location: Networks: Storage:
@ esx-08a.corp.local "v"CH#.-Imema\ (vCenter HA) B NFSC
(5 vcha-p01.corp.local
£ Discovered vitual machine
Back Next Cancel

6. Review configuration on the Ready to complete and click Finish to complete.

How it works...

On completion of the wizard, two cloned copies of the vCenter are created, one is
designated as the passive node and the other a witness node. Each node also has an
additional network adapter with the network configuration details provided. This network
is leveraged for the following tasks:

e Synchronously replicate the PostgreSQL database from Active Node to Passive

Node

e Asynchronously replicate flat files (configuration state)

[444 ]




Configuring vSphere 6.5 High Availability Chapter 12

To replicate the PostgreSQL database, a PostgreSQL native replication mechanism is
leveraged, whereas the flat files are replicated through the native Linux utility rsync.

The passive node maintains sync with the active node. On failure of the active node, the
passive node promotes itself to an active node and activates itself on the network using the
same network identity as the failed active node. The witness node comes into play as
quorum to avoid a split brain state when the nodes seem isolated:

vmware: vSphere Web Client  #=

X [} esx6sga tecoutiocal

Gatting Staned  Summary

vCenter Server Appliance vCenter Server Appliance
Active Node Passive Node

vCHA Network

vCenter Server Appliance
Witness Node

Possible failure scenarios:

e Active node failure: Passive node is still able to communicate with witness node
and takes over as active node

e Passive node failure: No action is taken, however cluster enters a degraded state
e Witness node failure: No action, however cluster enters a degraded state
e Two Node failure: Availability is impacted
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See also

e An important FAQ on vCenter High Availability is documented at: https://kb.

vmware.com/s/article/2148003.

[ 446 ]


https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003
https://kb.vmware.com/s/article/2148003

13

Configuring vSphere DRS,
DPM, and VMware EVC

In this chapter, we will cover the following recipes:

e Enabling vSphere DRS on a cluster

¢ Configuring VMware Enhanced vMotion compatibility
e Choosing a DRS automation level

¢ Overriding the cluster automation level for a VM

e Setting a migration threshold

¢ Creating DRS VM or host groups

e Creating VMs to host affinity rules

¢ Creating VM affinity or anti-affinity rules

e Configuring vSphere Distributed Power Management
¢ Configuring Predictive DRS

Introduction

vSphere Distributed Resource Scheduler (DRS) is a feature of vCenter that pools resources
from a given cluster of hosts. It then efficiently organizes the running virtual machines
across the ESXi to ensure optimal resource utilization at a cluster level. Furthermore, it also
aids in initial placement of the virtual machine on the best-suited host. While the virtual
machines are optimally placed, an administrator can impose certain rules and conditions to
meet availability and application requirements.
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DRS also enables a higher degree of automation for the purposes of host maintenance,
upgrades/updates, and also to modify (increase/decrease) cluster capacity non-disruptively.

In addition to load balancing, DRS can also be extended to power management in
conjunction with Distributed Power Management (DPM).

Enabling vSphere DRS on a cluster

The first step to unleash the plethora of DRS features is to enable it at the cluster level. In
this recipe, we shall walk through the necessary steps.

Getting ready

vSphere DRS is a licensed feature, hence ensure that sufficient licenses are available.
vSphere DRS is directly dependent on VMotion feature to balance VMs across hosts, hence
the prerequisites of VMotion are applicable and need to be satisfied for DRS to function.

How to do it...

1. Log in to vCenter and navigate to the desired cluster, Configure | vSphere DRS,
then click on Edit.

2. Click on the checkbox Turn ON vSphere DRS, as depicted in the following
screenshot:

[ vmtown - Edit Cluster Settings

phere DRS [V Turn ON vSphere DRS

iRy » DRS Automation [ Full Automated | - |
Failures and Responses asuional oot

» Addiional Options
Proactive HA Failures Drandor solces
and Responses » Power Management (o [-]
Admission Control

» Advanced optians Expandfor acvenced options
Heartbeat Datastores

Advanced Options

:
[oc ][ cme

3. Choose the DRS Automation level; leave it at default values.
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How it works

DRS, once enabled, will aggregate the resources from the participating ESXi hosts as cluster
resources. Its job is to load balance the DRS cluster for better utilization of the cluster
resources. It does so by migrating or generating migration recommendations for VMs
whenever needed. It also provides initial placement for the VMs. Migration
recommendations will be generated by vSphere DRS only when it identifies a resource
imbalance in the cluster. A resource imbalance is determined on a per-ESXi-host

basis. It does so by considering the resource reservations for all of the VMs on the ESXi host,
comparing these against the total capacity of the host, and then checking whether the

host can or cannot meet the cumulative resource reservations of the VMs.

The result will become a deviation metric, which is then compared against the

migration threshold set on the cluster. DRS does this imbalance check on every ESXi host in
the DRS cluster every 5 minutes.

After DRS detects a cluster imbalance, it will check the migration threshold value set on the
cluster. If the deviation calculated is more than the migration threshold, then DRS will
generate a migration recommendation. DRS generates a migration recommendation by
simulating the migration of each VM on the ESXi host in order to recalculate the cluster
imbalance metric. It will then choose a VM that will best serve in reducing the resource
crunch on the host.

Configuring VMware Enhanced vMotion
compatibility

EVC features enable a user-configurable setting of a common CPU feature baseline across a
cluster. This ensures that vMotion is seamless within a given family of CPU vendors—Intel
or AMD.

Getting ready

Ensure you look at the VMware Compatibility Guide to validate the EVC modes supported by
the CPU make and model of your server hardware. You could also download a utility from
the VMware portal, available at https://www.vmware.com/support/shared_utilities.
html. This utility provides a detailed report of hardware compatibility and software
configuration compatibility with advanced VMware features.

[449]


https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html
https://www.vmware.com/support/shared_utilities.html

Configuring vSphere DRS, DPM, and VMuware EVC Chapter 13

How to do it...
The following procedure will help you configure EVC on an ESXi cluster:

1. Connect to vCenter Server with the appropriate privileges.

2. Ensure that there are no powered-on virtual machines (power-off or migrate VMs
accordingly).

3. From the vCenter's inventory home, navigate to the Hosts and Clusters view.

4. Click on the Configure tab, select VMware EVC, and click on Edit..., as shown in
the following screenshot:

Navigator b 4

Gumown G 3

Getting Started  Summary  Monitor]

%8 DL BiAcions

ions  Hosts VMs Datastores Networks Update Manager

5. In the Change EVC Mode window, select an EVC mode. Change from the
default Disable EVC to either of the following two options:
e Enable EVC for AMD Hosts

e Enable EVC for Intel® Hosts

6. Based on the compatibility applicable to the CPU, select the appropriate mode.
7. Click on OK once the validation succeeds.

8. Power off the migrated VMs and move them back to the EVC cluster and power
them back ON.

How it work...

For vMotion to work, a very basic constraint is that the source and destination host should
have a similar CPU if not identical. Let's extrapolate on the word similar in this context, and
the relevance of EVC. A VM running on a given generation of CPU make and model runs
with the features exposed by the CPU. EVC allows the vSphere administrator to set a
common baseline of features that are exposed to the VMs, thus allowing for a newer CPU
generation of hosts to be added to the cluster, and be able to readily migrate the VMs.

Without EVC, such a task would present an error message that the host with the latest
generation of CPU is incompatible.
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See also

e The Knowledge Base article comprises EVC and CPU Compatibility FAQ
(1005764) at: https://kb.vmware.com/kb/1005764

Choosing a DRS automation level

By default, DRS works at the Fully automated automation level. You can, however, choose
to set it to Manual or Partially automated. Although the names of the automation levels
are self-explanatory, there are a few additional differences:

e Manual: This displays the initial placement and the migration
recommendations to the administrator; it requires the administrator's approval to
be applied

e Partially automated: This carries out VM initial placements automatically, but
migration recommendations are displayed to the administrator and are not
performed until the administrator applies them

e Fully automated: This automatically carries out VM initial placements and
migrations

Getting ready

This function is available only on the DRS-enabled cluster; therefore, ensure the feature is
enabled.

How to do it...

1. Log in to vCenter and navigate to the desired cluster, Configure | vSphere DRS,
and click on Edit.

2. Choose the DRS automation level:
e Manual

e Partially automated
¢ Fully automated
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How it works...

The DRS automation level defines how DRS will react to cluster resource imbalances and
whether it requires little or no manual intervention. DRS can choose to apply the generated
migrations/placement recommendations or present them to the administrator to choose
from. If there is more than one migration recommendation, then the administrator is
provided with a prioritized list of recommendations to choose from. Initial placement refers
to the process of choosing an ESXi host from a DRS cluster to power on or resume a VM.
DRS generates these recommendations by choosing an ESXi host that has enough resources
to run the VM being powered on or resumed.

The following table depicts how migration recommendations and initial placements are
dealt with, based on the DRS automation level configured on the cluster:

Automation level V1rtua‘1 machine migrations Virtual machine initial placement
(vMotion)
Fully . . VM is powered on or resumed on
automated VMs are automatically migrated. a suitable ESXi host automatically.
Migration recommendations
Partially ae dlsplzfly.e d to the administrator. VM is powered on or resumed on
The administrator has to manually . ) .
automated L a suitable ESXi host automatically.
apply one of the migration
recommendations.
Migration recommendations are Initial placement recommendations
displayed to the administrator. The [are displayed to the administrator.
Manual administrator has to manually apply | The administrator has to manually
one of the migration apply one of the placement
recommendations. recommendations.

Overriding the cluster automation level for a
VM

In the previous recipe, we learned how to set the cluster-wide automation levels. In this
section, we will learn how to set an automation level on a per-VM basis. The cluster settings
are overridden by creating VM overrides.
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Getting ready

Prepare the list of VMs that are sensitive to vMotion/DRS migrations.

How to do it...

1. Log in to vCenter and navigate to the desired cluster, Configure | VM
Overrides, and click on Add..., as depicted in the following screenshot:

vmware* vSphere Web Client =~ f=

Navigator I Puwmtown G B ¥ % B | GhActons
4 Back Getting Started  Summary M Configure
& 8
i @ 2 @ a“ VM Overridd
» [ vet veloud local
" - Senvices
w | @ vmtown A Add .
T vmtown vSphere DRS
@ esxib5ga-1.veloud.loc.. vSphere Availability 3
@ esxibsga-2.vcloud.loc... » Virtual SAN Nams
esyibSga-3.vcloud.loc... ) B firstvm
||
(5 Damn Small Linwe (1) v Conficruatien
& firstvm General
& Prod-Winti-1 Licensing
VMware EVC

VMHost Groups

VMHost Rules

2. Click the (+) sign to choose from the list of available VMs.

3. Modify to the desired automation level, overriding the default defined at the

cluster level.
4. Click OK to finish.
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Setting a migration threshold

Once DRS is enabled, several algorithms and metrics are continually evaluated to ascertain
the optimal VM placement. However, the user may need to set the appropriate threshold to
balance how aggressively or conservatively DRS should migrate VMs. This will ensure that,
based on the criticality of the workload, it can be migrated when required. Another
rationale behind this setting is to ensure that there is no negative impact, such as a frequent
ping-pong of VMs across hosts.

How to do it...

In this recipe, we shall increase the threshold value to migrate VMs if there could be
moderate improvements made to the cluster's load balance:

1. Log in to vCenter and navigate to the desired cluster, Configure | vSphere DRS,
and click on Edit. Expand the DRS automation.

2. Move the Migration Threshold slider toward Aggressive by 1 unit, as depicted
in the following screenshot:

Migration Threshald

Conservative Agaressive

Apply priority 1, priority 2, priority 3, and priority 4 recommendations.
vienter Server will apply recommendations that promise even a moderate improvernent to the cluster's load balance.

How it works...

Let's start with asking the question, if DRS is aimed at distributing resources and ensuring a
balance in the cluster, why should there be a setting to increase or decrease the effectiveness
of DRS?

To answer that, we should understand what potential negative influence DRS could have.
To be fair, DRS means no ill intent; however, when vMotion is initiated, there is an
overhead cost on two accounts:

e The workload may experience a momentary freeze (a few pings drop)
e Additional task on vCenter
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Both these are subjective to the sensitivity of the environment; that is, in a test and
development environment, wherein a cluster is fully populated with VMs, you may reap
very little benefit with a very aggressive setting of DRS. This would likely set off a ping-
pong of VMs across the host, impacting both the workload and vCenter. On a similar note,
in a production environment, a critical workload may benefit even with the slightest
improvement in performance, thereby DRS can be set to be more aggressive than the
default.

The threshold has five settings, ranging from 1 to 5, with 5 being most aggressive. The logic
behind the settings is fairly simple. The recommendations at the backend have five levels of
recommendation priority. With every level of DRS setting, the equivalent level of
recommendations gets applied. For instance, at level 4, recommendations of one-four
priorities are applied.

Creating DRS VM or host groups

DRS provides an option to segregate VMs and ESXi hosts into their own groups. The
groups are used with VM-host affinity rules. These rules do not address individual
VMs/hosts. These groups are created using the DRS Groups Manager.

The creation of DRS hosts/VMs groups is a prerequisite for the creation of affinity rules.
This recipe covers how to create DRS host groups.

Getting ready

This is done on a DRS-enabled ESXi cluster. Ensure that you have access to a vCenter
managing the intended DRS cluster and the relevant privileges.

How to do it...
The following procedure will help you create DRS host groups:

1. From the vCenter's inventory home, navigate to the Hosts and Clusters view.
Select a cluster, and navigate to Configure | VM/Host Groups.
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2. Click on Add..., as depicted in the following screenshot:

vmware* vSphere Web Client T A=

Navigator E [Pumown T [F W 38 i {g3 Actions |

4 Back Getting Started  Summary M

g @ 8 9

Configure | A

1 “ VMHost Gro
w [l vc 1 veloud local .
@ w Services Add.
vSphere DRS
i Name
g esxit5a-1 veloud local vSphere Availability
H esxbbga-2 veloud local » Virtual SAN

ﬁ esxiBSga-3 vcloud local .
53 Damn Small Linws (1)

= Configuration

Gh firstvm General

51 Prod-Winvi-1 Licensing
VMware EVC .
VM/Host Groups

3. Provide a name for the group. Select if the group is a VM or host group from the
drop-down menu.
4. Add member VMs or hosts to the group and click OK, as depicted here:

I% vmtown - Create VM/Host Gro 2) b
MName ‘TEStVM 6

Type: \' VM Group

Add | °

Members
 firstem
{1 Damn Small Linwx (1)

-
L i »

CK | | Cancel

5. On completion, you will see the groups created on the landing page of VM/Host
Groups.
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How it works...

DRS VM/host groups operate as containers. Once the containers are created, there could
be rules that could either have affinity or anti-affinity with each other. In the upcoming
recipes, we shall look at putting DRS groups to use effectively.

Creating VMs to host affinity rules

In this recipe, the objective is to restrict the VMs to run on specific groups of hosts.

Getting ready

A prerequisite to setting an affinity is creating the DRS groups for the respective VMs and
hosts.

How to do it...

1. Select a cluster, and navigate to Configure | VM/Host Rules. Provide a name for
the rule and ensure it's enabled.

2. Choose the affinity Type—Virtual Machines to Hosts. Choose a VM group from
the available groups.
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3. Choose the rule from the drop-down menu—Should run on hosts in
group. Choose the Host Group where the VMs ought to have the affinity, the
setting should reflect the following screenshot:

L_f} vmtown - Create YMIHost Rule B

MName:  |Affinity1

[+/] Enable rule
Type: Virtual Machines to Hosts b
Description:

Yirtual machines that are members aof the WM Group Testwh should run on haost group Host-

Grp.
WM group
Testviv 7
Should run on hosts in group v
Host Group
Host-Grp v

4 H »

OK Cancel

How it works...

The following rules are available for the VM-host affinity rules:

¢ Must run on hosts in a group

Must not run on hosts in a group

Should run on hosts in a group

Should not run on hosts in a group
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The key difference is that for a must rule, it is mandatory to adhere to it, immaterial of the
availability situation in the cluster. For instance, if a rule governs that a set of VMs must run
on specific hosts and those hosts fail, the VMs would remain down.

A should rule preferentially keeps the VM based on the affinity or anti-affinity; however, it
overrides the rules when there is a host failure and restarts the VM. This implies that
availability overrides the affinity.

Creating VM affinity or anti-affinity rules

VM affinity or anti-affinity rules go a level down from the group level affinity to a virtual
machine level rule. The objective is to ensure that virtual machines are tied together or repel
each other. This feature comes into play in situations where you may have two load
balancer VMs that you want to keep apart, so that in the event of an underlying host failure
the other instance is unaffected. Similarly, any clustering-based VMs would need to be kept
separate to ensure both are not impacted by the same failures. In this recipe, we will walk
through an example of ensuring that VMs run together.

Getting ready

These rules are created for VMs that are in a DRS-enabled ESXi cluster. Ensure you have
access to a vCenter managing the cluster. Also be sure to have a list of VMs that have
dependencies for which the rules ought to be created.

How to do it...

The following procedure will help you create an inter-VM affinity / anti-affinity rule:

1. From the vCenter's inventory home, navigate to the Hosts and Clusters
view. Select the cluster, navigate to Configure | VM/Host Rules, and click on
Add to bring up the Create VM/Host Rule window.
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2. Provide a name for the rule and choose Keep Virtual Machines Together as the
rule type, as shown in the following screenshot:

% vmtown - Create YMHost Rule

Mame:  |test2
[w] Enable rule.
Type: keepirual Machines Together

Description:

The listed Wirtual Machines must be run on the same host.

Add...

Members
i firstem

Hh Prod-wintd-1

ﬁb Damn Small Linug (13

0K Cancel

3. Add the VMs that need to be running together. Click OK to complete.

How it works...

The affinity rules act as prerequisite conditions for DRS. The rules need to be adhered to
prior to initiating an action. In essence, the rules are closely validated before a DRS

recommended vMotion is triggered.

Also, if there are conflicts, the oldest DRS rule comes into effect and the subsequent
conflicting rules are disabled.
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Configuring Distributed Power Management

A DRS cluster can be configured to change the power state of the selected hosts in order to
reduce the power consumption by the cluster. It does this by evaluating overall resource
requirements and available resources. If the cluster can sustain without the contributions of
one or more hosts, it would move the host(s) to a standby state. It's also capable of
performing vice-versa; that is, DPM would also restore hosts from a standby state to a
powered-on state if the cluster resource demand increases. In the following recipe, we will
go over the prerequisites and the procedure to enable the feature.

Getting ready

While it's easy to move hosts to standby mode, to reverse the process DPM requires Wake
On LAN (WOL) capability. In order to activate the capability, each host needs to be
configured either with the iPMI or ILO setting:

This will need to be done on every host.

1. Navigate to Configure | System. Traverse to IPMI/iLO Settings for Power
Management and click on Edit.

2. Populate the details of the IPMI/iLO settings as depicted here; this may need to
be retrieved from the physical hardware settings:

E IPMIALO Settings for Power Management ?
User narne root
Fassword ——
BMC IF address 192.168.1.2
BMC MAZ address 30-35-F2-0A-75-F3
4 L3
OK Cancel
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How to do it...

1. From the vCenter's inventory Home, navigate to the Hosts and Clusters view.
Select the cluster, navigate to Configure | vSphere DRS. Choose an appropriate
option under Power Management.

2. Here we choose Automatic to allow vCenter to enable the feature:

[ vmtown - Edit Cluster Settings

) Turn ON vSphere DRS

vSphere Availa bility v DRS Autormation r Fully Automated .

Failures and Responses

» Additional Options = o f e
Proactive HA Failures } Hpandiorpetcies
and Responses v Power Management Autom atic v
Admission Control
mission L-ontro b Advanced Options off s

Manua

HearnbeatDatastores

Advanced Options

How it works...

Once enabled, power management (vSphere DPM) will analyze the cumulative resource
requirements (current usage and reservations), verify the HA requirements, and determine
the number of hosts required to meet them. From then on, DPM will selectively put ESXi
host/hosts into standby mode. Prior to putting an ESXi into standby mode, DPM will

leverage DRS's ability to
distribute the VMs running on the selected ESXi host to the other ESXi hosts in the cluster.
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DPM can operate in three modes:

o Off: In this mode, DPM is Disabled

e Manual: In this mode, the DPM recommendations are displayed for the
administrator to choose and confirm

¢ Automatic: In this mode, the DPM recommendations are automatically executed

The DPM threshold, much like DRS's migration threshold, will display/apply
recommendations based on the priority assigned to the recommendation.

Configuring Predictive DRS

The traditional DRS feature is based upon the current state of affairs and pertains to real-
time performance and utilization. Predictive DRS take this one notch higher by integrating
with vRealize Operations Manager and balancing the cluster based on past trends. In this
recipe, we shall enable the feature and understand its nuances.

Getting ready

The Predictive DRS feature requires vRealize Operations Manager to supply the metric data
to vCenter Server in order to function.

Ensure that the feature is enabled in vRealize Operations Manager and it is configured to
send predictive data to the intended vCenter.

How to do it...

1. From the vCenter's inventory Home, navigate to the Hosts and Clusters view.
Select the cluster and navigate to Configure | vSphere DRS.
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2. Click on the checkbox adjacent to Predictive DRS, as depicted in the following

screenshot:

[ vmtown - Edit Cluster Settings

vSpher Mwailability
Failures and Responses
Proactiwe HA Failures
and Responses
Migration Threshold
Admission Control h
Heartbeat Datastores

Advanced Options

Virtual machines will be automatically placed onto hosts at power on and vCenter Server
will suggest migration recommendations for viriual machines

=) Fully Automated
Virtual machines will be automatically placed onto hosts when powered on, and will ba
automatically migrated from one host to another to optimize resource usage

Conservative F Aggressive

Apply priority 1, priorty 2, and prionty 3 recommendations
vCenter Server wall apply recommendations that promise at least good mprovements to the
cluster's load balance

Predictive DRS

| Enable Predictive DRS

In addition to realtime metncs, DRS will respond to forecasted metics provided by vRealize
Operations server. You must also configure Predictive DRS in a version of vRealize Operations
that supports this feature.

Yirtual Machine Automation

Additional Options

WM Distribution

Memory Metric for Load

LR

[v] Enable individual virtual machine automation levels

Cwemide for indivdual vitual machines can be set from the VM Overrides page

[v] For availability, distribute a more even number of virtual machines across hosts

711 nad halance hacad an rancimad mamans afumisl marhinae rathar than arfiua maman

OK Cancel

2} M

3. Click OK to complete the process.
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How it works...

vRealize Operations Manager (VROPS) is a phenomenal tool for performance monitoring,
among various other capabilities that it has. The Predictive DRS feature taps into the
intelligence of vROPS to smartly place the workloads proactively. This is done by retrieving
key metrics of a workload and deducing a time-bound pattern. The pattern is then used to
understand the upcoming resource requirements of the workload and moves them
accordingly.

The data supplied by vROPS is ingested ahead of time and DRS balances the cluster
forecasting the change in the resource requirement.

See also

¢ The blog by the VMware technical marketing team delves into more detail with a
real-time example at: https://www.brianjgraf.com/2016/10/17/vsphere—6-5-
drs-whats—-new-part-2-predictive-drs/
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Upgrading and Patching using
vSphere Update Manager

In this chapter, we will cover the following recipes:

e Installing vSphere Update Manager on Windows

¢ Activating vSphere Update Manager in vCenter Server Appliance
e Installing the Update Manager download service

¢ Configuring VUM with a download source

¢ Creating a custom baseline

¢ Creating a baseline group

e Importing an ESXi image and updating a host

e Leverage a VM/VA baseline to remediate a VM/VA
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Introduction

vSphere Update Manager (VUM) aids with managing the life cycle of the vSphere
environment by ensuring appropriate patches and updates are installed in the
environment. With the vSphere 6.5 release, VUM has been integrated with vCenter Server
Appliance and is also available for installation on a Windows instance. VUM integration
with vCenter Server Appliance adds another reason why one should migrate to VCSA. In
this chapter, we will discuss the workflow involved in setting up VUM on Windows as well
as VCSA and typical recipes to configure VUM, download patches, and remediate hosts,
tools, and virtual hardware for VMs, and update virtual appliances.

Installing vSphere Update Manager on
Windows

VUM in its legacy state had been only available as a Windows-based installation and this
has carried on with vSphere 6.5 while adding an integrated version with the vCenter Server
Appliance. We shall walk through a simple installation procedure in this recipe.

Getting ready

VUM is a 64-bit application and requires a 64-bit OS on which it needs to be installed. VUM
is packaged into the vCenter installation file. Download the vCenter installation binary onto
the virtual machine/physical machine intended to host the VUM server instance. In
addition, ensure that the minimum system requirements are met.

Also, note that a Windows-based installation of VUM cannot be integrated or used with the
vCenter Server Appliance. Hence you would require the Windows-based vCenter server
credentials to integrate with VUM during the installation process.
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How to do it...

1. Log in to the server hosting the VUM operating system. Click on autorun.exe
with the appropriate privileges.

2. Click on the Server option beneath the vSphere Update Manager label. Navigate
to the Embedded Database Option section and select Use Microsoft SQL Server
2012 Express as the embedded database and click on Install, as shown in the
following screenshot:

_rSl Whdwiare® wiCenter™ Installer EI

vmware vSphere*

VMware vCenter Server Server

vCenter Server for Windows vSphere Update Manager is a windows based program that enables centralized,

automated patch and version management for ESX hosts, virtual machines, and virtual
vSphere Update Manager appliances.

Server
) For a list of information you need to install this component, see the installation checklist:
Download Senice hitp:ffaww vmware.com/

Embedded Database Option:

Use Microsoft SOL Server 2012 Express as the embedded database

This option is recommended for small scale deployments (maximum of 5 hosts and 50
‘Whis). If Microsoft® SQL Server® 2012 Express is not already installed on the system, it will
be installed automatically prior to VUM installation.

Prerequisites for Microsoft® SCOL Server® 2012 Express:
hitpfmsdn.microsoft com/fibraryms143506%28v=50L 110%29 aspx

Explore Media  EXit
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3. On completion, vSphere Update Manager workflow commences. Click on Next to
proceed, as shown here:

i VMware vSphere Update Manager -

Welcome to the InstallShield Wizard for
VMware vSphere Update Manager

The InstallShield(R) Wizard will install YMware vSphere Update
Manager on your computer, To continue, dick Mext,

Copyright (C) 1998-2017 VMware, Inc, All rights reserved, This
product is protected by copyright and intellectual property laws
in the United States and other countries as well as by
international treaties, YMware products are covered by one or
VMware vSphere more patents listed at http: /fwww, vmware, com/go fpatents,

Update Manager

| Next> || cancel

4. Read and accept the license agreement, and click Next.

5. Review the Support Information page, select whether to download updates from
the default download sources immediately after installation, and click Next:
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Support Information
Please read the following Update Manager support information carefully,

Update Manager 6.5 will upgrade ESXi 5.5 and ESX| 6.0 hosts to ESXI 6. 5.

[ Download updates from default sources immediately after installation.

NOTE: Deselect this option if you want to review the default download sources before
download or use a shared repository as a download source.

InstallShield

<Back ||

vCenter Server Information

Enter vCenter Server location and credentials

Flease provide the necessary information about vCenter Server below. YMware vSphere
Update Manager will need this information to connect to the vCenter Server at startup,

VMware vCenter Server Information

IP Address [ Mame: HTTF Port:
|80

Username: Password:

Iadl‘nlnlsh‘atﬂl’@«'sphereJ || FERBEBEREES

InstallShield
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7. Provide the vSphere Update Manager network details, such as the IP address and
ports for the firewall, as depicted in the following screenshot:

i'él ¥Mware vsphere Update Manager

¥Mware vSphere Update Manager Port Settings

Enter the connection information For Update Manager

Specify how this YMware w3Sphere Update Manager should be identified on the network, Please
make sure this IP address or host name can be accessed From both wCenter Server and hosts,

Setup will open the ports in firewall iF the Windows FirewalliInternet Connection Sharing
service is running on the swstem.

SOAP Port: WWeb Port: S5L Park:

IBDS4 I‘BDS-’-} I‘BDS?

[~ “es, I have Internet connection and I wank bo configure procey setbings now,

Inskallshield

< Back | Mext = I Cancel
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8. Confirm or modify the installation and repository path, if required:

i‘é‘n ¥Mware vsphere Update Manager

Destination Folder

Click Mext bainstall ko this Falder, or click Change ta install ko a different Fold

Install WMware wSphere Update Manager to:

.__/ C:\Program Filesi¥Mwarel\Infrastructurel, Change... |

Canfiqure the lacation Far downloading pakches:

___j' \ProgramDatalyMwarelivare Update ManageriDatal, Change... |

Installshield

< Back | Mext = I Cancel

9. Click Install to proceed with the installation.

Activating vSphere Update Manager in
vCenter Server Appliance

vSphere Update Manager embedded with vCSA require fewer steps to get started.
Typically, the vSphere Update Manager service is automatically started and uses the same
PostgreSQL database that vCenter service uses but has a distinct database instance. In the
following recipe, we ensure that the VUM service is started and activated to proceed with
the subsequent patching/upgrade activities.
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Getting ready

Ensure that you have the appropriate privileges to access the vCenter and update the
objects.

How to do it...

1. Log in to the vCenter and navigate to the Home page. Click on System
Configuration, as depicted in the following screenshot:

Navigator X (i} Home
4 Back Home
arone B
2] k.
Hosts and Clusters > &?' e lis will
‘Ej] WS el TETpEe ? Roles Licensing Customer vRealize
[ Storage » Experience Operations
= Improvement ... Manager
€9 Networking >
z Plug-ins for Installation
[:il Content Libraries >
[Zh Global Inventory Lists > n®
) D
‘% Policies and Profiles > = o
= Hybrid Cloud VRealize
o LEERE L 4 Manager Orchestrator
&% Administration >

2. Click on Services and navigate to VMware vSphere Update Manager, as shown
in the following screenshot:
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r
Navigator I  VMware vSphere Update Manager (ve1.veloud.local b @ /| (EhActions »
1 Back Sumrmary | Manage [ Actions - Viviware vS
System Configuration i
ﬁfj Nodes VMware vSphere Update Manager Extension m
[J Senices Configuration options for vSphere Update Manager
] | Edit Startup Type
i f
senfees - 7 Settings
J WMware \Senice Manager (... ) Name 1 a Value Restart Required Deseription
2 Whware vSphere Authenticatio... Download pafches ons... true & Yes
J Wiware vSphere Client(... Log level INFO & Yes
) WWiware vSphere ESXi Dump ... SOAP Port 8084 & Yes
@ VMware vsphere Pmﬂ. Web Server Port 9084 é Yes
I Wivare vsphere Update M.. > | VNN 9087 o Ve

3. Navigate to the Actions drop-down menu and click on Start.

How it works...

The VUM service starts and stops automatically with the vCenter. However, there may be
situations that require the service to be started/stopped/restarted. This can be performed
through the Web Client UL The service is pre-configured and connected to a separate
database instance on the embedded PostgreSQL; therefore, no additional steps or

preparatory steps are required to set up the VUM on vCSA.

Installing the Update Manager download

service

In the event that VUM is installed in a secure environment and does not have internet
access, you would need to install the Update Manager Download Service (UMDS). The
UMDS acts as an intermediary to connect to the internet and download a repository of
relevant patches/updates from the VMware portal and services VUM with the repository
securely. In the following recipe, we will walk through UMDS installation on a Windows

Server.
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Getting ready

Ensure that the UMDS server has internet access; this is required to connect to the public
VMware portal to retrieve patch/update related information.

How to do it...

1. Log in to the server hosting the VUM operating system. Click on autorun.exe
with the appropriate privileges.

2. Click on the Download Service option beneath the vSphere Update
Manager label. On the Embedded Database Option section, select Use Microsoft

SQL Server 2012 Express as the embedded database and click on Install, as
shown in the following screenshot:

O Uhware® wCenter™ Installer E”E‘

vmware vSphere*

VMware vCenter Server Download Service

vCenter Server for Windows vSphere Update Manager Download Senvice is a windows based program that enables
downloading of updates from Wihiware site
vSphere Update Manager

Senver For a list ofinformation you need to install this component, see the installation checklist
hitp:/Fanww vmware com/
Download Senvice

Embedded Database Option:

Use Microsoft SQOL Server 2012 Express as the embedded database

This option is recommended for small scale deployments (maxmum of 5 hosts and 50
Whis). If Microsoft® SQL Sener® 2012 Express is not already installed on the system, it will
be installed automatically prior to VUM installation.

Prerequisites for Microsoft® SOL Server® 2012 Express:
hitp:#fmsdn microsoft com/Aibraryms 143506%28v=50L 110%29 aspx

Explore Media Exit
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3. Review the welcome screen and click on Next:

VMware vSphere
Update Manager

19 VMware vSphere Update Manager Download Service

Welcome to the InstallShield Wizard for
VMware vSphere Update Manager Download
Service

The InstallShield(R) Wizard will install YMware vSphere Update
Manager Download Service on your computer. To continue,
click Mext.

Copyright (C) 1998-2017 YMware, Inc. All rights reserved. This
product is protected by copyright and intellectual property laws
in the United States and other countries as well as by
international treaties, YMware products are covered by one or
more patents listed at http:/fwww, vmware, com/go/patents.

|i Mext> | | Cancel

4. Accept the license agreement and click Next. Optionally, if the environment
connects to the internet through a proxy server, enter the details; otherwise, skip

this step.
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5. Confirm or modify the installation location and patch download repository

location and click Next to continue the installation:

1 VMware vSphere Update Manager Download Service

Destination Folder
Click Mext to install to this folder, or click Change to install to a different fold|

Install VMware vSphere Update Manager Download Service to:
|:'_1/ C:\Program Files\vMware\Infrastructure

Configure the location for downloading patches:

l’_/ C:\ProgramData\VMware \VMware Update Manager \Data', Change. ..

InstallShield

| < Back | | MNext = | | Cancel

6. Click on Install to complete the process, as shown here:

iz VMware vSphere Update Manager Download Service ﬁs
Ready to Install the Program

The wizard is ready to begin installation.

Click Install to begin the installation.

If you want to review or change any of your installation settings, dick Back. Click Cancel to
exit the wizard.

InstallShield

< Back | | Install | | Cancel
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7. Click Finish to exit the wizard:

1 VMware vSphere Update Manager Download Service =]

InstaliShield Wizard Completed

The InstallShield Wizard has successfully installed VMware
wSphere Update Manager Download Service, Click Finish to exit
the wizard,

VMware vSphere
Update Manager

Configuring VUM with a download source

The vSphere Update Manager that has internet connectivity can directly connect to the
VMware portal or requires a shared repository from where content has been downloaded
and stored. The latter is achieved by setting up a vSphere Update Manager Download
Service. In the following recipe, we shall look at the process of configuring a download
source for VUM.

Getting ready

For direct internet ensure that the UMDS server has internet access. This is required to
connect to the public VMware portal to retrieve patch/update- related information. If access
to the internet is via a proxy, be sure to have the appropriate proxy server and port details.
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How to do it...

1. Login to vCenter and navigate to the Home page. Click on Update Manager, as

depicted here:
vmware: vSphere Web Client  ft=
Navigator X} Home
{ Back | ‘ Home ‘
EXE o
EJl Hosts and Clusters ¥ i >
(&) Vs and Templates 5 ﬂ;ﬁ u'] ﬂ S ] B D
H Storage > Hosts and WMs and Storage Networking Content Global
Q Networking > Clusters Templates Libraries Inventory Lists
Content Libraries b3
= Operations and Policies
|55 Global Inventory Lists b3
#F Policies and Profiles > il [ A
: l B IS T S &
Qﬁ Update Manager > :
- Task Console Event Console Host Profiles M Storage Customization Update
Administraiion > Policies Specification Manager
Manager @

| Tasks —
) Administration Update Manager
T Events R ———

2. Click on the designated vCenter instance. Click on Manage tab and navigate to
Download Settings.

3. Click on Edit... and select Use direct connection to internet, as depicted in the
following screenshot:
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velvcloud.local - Edit Download Sources

Select a method for downloading new d VAupgrades.
(») Use direct connection to Internet

e Add... | t Y (Q Filter -
Download Source Enablec! Connectivity Status Upclate Type Component Description

https: #fhostupdate vmware....  Yes Validating. .. Vhvtware Host Download vSphe. ..
https: #fhostupdate vmware....  Yes Validating... Custam Host Download vSphe. ..
hitp:fvapp-updates vimware...  Yes Walidating... Wihvhware Wil Download vittual ..

4]

4. Alternatively, you can choose a shared repository for UMDS and provide the
location, as outlined in the following screenshot:

vcl.vcloud.local - Edit Download Sources ) »

I

() Use a shared repository @

URL: I Clwurn-repository I

How it works...

VUM interacts with the VMware portal or the shared repository to locate the appropriate
patches/upgrades/extensions against the objects in the vSphere inventory.
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Creating a custom baseline

A baseline is a standard that you compare a vSphere object against for compliance. Certain
baselines are created by default, that is, predefined; alternatively, a custom baseline can also
be created, tailored to the requirements. In this recipe, we shall walk through creating a
custom recipe.

How to do it...

1. Log in to vCenter and navigate to the Home page. Click on the Update
Manager icon, as shown here:

vmware: vSphere Web Client  f= U1 Adm

Navigator X {;} Home

ok ‘ Home ‘

EXE o

EJl Hosts and Clusters by ) o
& Ws and Templates > H_ﬂ " ﬂ g Jy [j L—‘ |
H Storage > Hosts and Wis and Storage Networking Content Global
@ Networking > Clusters Templates Libraries Inventory Lists

Content Libraries 1

_ ) Operations and Policies
[ Global Inventory Lists b
7 Policies and Profiles > <z dl Al | e

% & ' - S | S &
&5 Update Manager >
Task Console EventConsole Host Profiles WM Storage Customization Update
Admlmstralion > Policies Specification Manager
Manager @

% Tasks ‘e . ]

] Administration Update Manager
5 Events —

2. Click on the Manage tab. Click the Hosts Baselines tab, and then click on New
Baseline....

3. Provide a name for the baseline and click on Next ,as depicted in the following
screenshot:
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vel.veloud.local - New Baseline

1 Name and type Name and type

Entera name and select the baseline type
2 Pach options

3 Criteri
rena Name |VUM»Patchmg I

4 Patches to exclude

Descripticn:
5 Addiional patches.

6 Readyto complete

Baseline type
(=) Host Patch
() Host Extension
() Host Upgrade

@ Host Patch baselines contain patches to apply to 2 host or set of hosts based on applicability. [fthe
baseline contains paiches for software that is notinstalled on a particular host, the patch will be ignored
for that host.

v
< i v

Back Next Finigh Cancel
4. Click on the Dynamic baseline radio button:
,ﬁ vcl.wcloud.local - New Baseline @ 133
+ 1 Name and ype Patch options =
Select the type of patch baseline thatyou want to use.
3 Criteria
4 Patches to exclude () Fixed

5 Addional patches Fixed baselines remain the same even ifnew patches are added to the repository.

6 Readyto complete (=) Dynamic

Dynamic baselines are updated when new patches meeting the specified criteria are added to the repository.

| Back || Next Finish Cancel
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5. Provide the relevant criterion, as demonstrated in the following screenshot. Here
we select VMware Inc. patches that are of Critical severity and the Security

category associated with embeddedEsx 6.0.0 and click Next:

[ vetweloud.local - New Basaling

+ 1 Name and type Crieria

Tha following criteria detarmine the patches includad in this baseline
~ 2 Pawh options

4 Pawches o exclude

Patch vendor Product
5 Additonal patchos Any

jedEsx 5,50

Ciaco Syslama, Inc

Seventy Release date

Any = Onor after m
! On or before ‘H"

Important B

Maodaiate

Category

11 patchas mateh the selected crilana
Any G -

BugFix

Enhancement

Back Nt o Cancel

[483 ]




Upgrading and Patching using vSphere Update Manager

Chapter 14

6. Leave at default, since we do not want to exclude any of the patches:

E vcl.vcloud.local - Hew Baseline

4]

+' 1 Name and type
«/ 2 Patch options
w3 Criteria

4 P s o exclude

5 Additional patches

Patches to exclude
These are the patches matching the dynamic baseline criteria. Select the ones thatyou wantto permanently EXCLUDE frem this baseline.

All

(11} Selected Objects

Patch Mame

NENENAEEAEAEE

Updates esx-base
Updates ESXi 5.5 esx-base wib
Updates esx-base
Updates esx-base
Updates esx-base
Updates ESXi 5.5 esx-base vib
Updates esx-base
Updates esx-base
Updates esx-base

Updates esx-base

Updates esx-base, vsanhealth, v.

Prociuct

ermbeddedEsy 5.5.0
embeddedEsx 5.5.0
embeddedEsx 5.5.0
embeddedEsx 5.5.0
embeddedEsx 5.5.0
embeddedEsx 5.5.0
embeddedEsx 5.5.0
embeddedEsx 5.0.0
ermbeddedEsy 6.0.0
embeddedEsy 6.0.0
embeddedEsx 5.0.0

F (=
Release Date
12/21/2013 5:00:00 Phd
31072014 6:00:00 P
401872014 £:00:00 P
401872014 £:00:00 P
B/30/2014 £:00:00 P
9/8/2014 8:00:00 P
272072016 5:00:00 P
7/B/2015 8:00:00 Ph
9792015 £:00:00 Phd
22272016 5:00:00 P
1/21/2016 5:00:00 PM

Back Next

Type
Fatch
Update
Fatch
Fatch
Fatch
Update
Patch
Patch
Update
Fatch
Patch

3

M items L5Copy~

Cancel
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7. Click on Finish in the Ready to complete screen:

[H vel.vcloud.local - New Baseline 2}
+ 1 Name and type Ready to complete
Review your settings selections before finishing the wizard

«/ 2 Patch options
v 3 Criteria Baseline name WUM-Patching
« 4 Patches to exclude Baseline description
+ 5 Additional patches Baseline type Host Patch
"4 6 Readyto complete Criteria

Severity Critical

Category Security

Product Any

Wendor Whware, Inc.

Patches matching criteria to exclude
Updates esw-base
Updates ESXi 5.5 esw-base vib
Updates esw-base
Updates esx-base
Updates esx-base
Updates ESXi 5.5 esu-base vib
Updates esx-base
Updates esx-base
Updates esx-base
Updates esx-base

Updates esx-base, vsanhealth, vsan VIBs

Back Finish Cancel

How it works...

Base-lining is a method of creating a reference container for a set of patches or upgrades
that you would like to have installed on a host, virtual machines, or virtual appliances. You
can choose to leverage the predefined baselines or custom-created baselines. For instance,
you may choose to have very aggressive security compliance for DMZ-based servers,
whereas internal test or development servers may have a relaxed compliance. For such use
cases, you may choose to have two different custom baselines with the relevant criterion. In
the preceding recipe, we have targeted critical—security patches to be dynamically
associated with a baseline. This would ensure that any new patches meeting the criterion
are added to the baseline. Once the baseline is composed of the relevant patches, it would
be validated against target hosts for compliance.
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Creating a baseline group

A baseline group comprises of a set of baselines, as the name may imply. Creating a
baseline group enables us to associate multiple baselines to scan and remediate objects. In
essence, you can build a singular workflow to orchestrate a host upgrade, along with
patches and extension baselines.

How to do it...

1. Log in to vCSA and traverse to Home | Update Manager, as shown in the
following screenshot:

vmware® vSphere Web Client  #=
&} Home Ctrl+Alt+1

Navigator [ ‘"1
g ¥ J ~ [J) Hosts and Clusters Clrl+Alt+2
_ﬂ Gettin [F] WMs and Ternplates Ctrl+Alt+3
@ =) 8 .2} B Storage Ctrl+Alt+4
< 52 vel veloud. local Whe €3 Networking Ctrl+Al+5
~ Eavmtown vCe [ Content Libraries Ctrl+Alt+6
~ [ vmtaown muk _ ‘
) mac [Fh Global Inventory Lists Clel+AIt+7
[ esxi65ga-1.vcloud local enll
[ esxi65ga-2.vcloud local Sen [ Policies and Profiles

El esxiB5ga-3.vcloud. local 'é'ﬁ Update Manager

=N

2. Navigate to Manage | Hosts Baselines:

Navigator X & velvecloudlocal {3 Actions
4 Back Getting Started  Monitor ‘ Manage ‘
Servers

Settings ’ Hosts Baselines ’ Ws/VAs Baselines | Patch Repository | ESXi Images | VA Upgrades

Ef@ vc1.vcloud local >

Hosts Baselines

o= New Baseline... Q Filter - [+ New Baseline Group..

Baseline Name Content Type Group Name

3. Click on New Baseline Group.... Complete the wizard by populating the
appropriate Upgrades, Patches, and Extensions to be added to the baseline

group.
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4. Validate the information provided and click on Finish, as shown here:

E vel.veloud.local - New Baseline Group 2 b
+ 1 Name Readyto complete *
Review your seftings selections before finishing the wizard
w2 Upgrades
w3 Patches Bazeline group name BG_1
+ 4 Exensions Description Upgrade+Patch+Extension
WY 5 Readyb s Upgrade baselines Hosts.51.1
Patch baselines YUM-Fatching
Extension haselines testextn
4 »
Back Finish Cancel

How it works...

A baseline group, once created, helps orchestrate end-to-end upgrade activity. Typically,
during the maintenance window, the upgrade, patches, and extensions required for a
specific object are pre-populated in the baseline group. This allows an administrator to scan
the baseline group against the object(s) for compliance, as opposed to leveraging the
individual baselines. This is particularly useful in larger deployments. The backend
functionality is similar to the single baseline creation discussed earlier, albeit that it's nested
in a group with the baseline group feature.

Importing an ESXi image and updating a
host

VUM also enables the vSphere administrator to import ESXi images and update the hosts.
In this workflow, we copy over an image file (* . iso) to the VUM server and import the
image that could be applied on the host. This also works as a quick workaround if there are
any network connectivity or firewall issues in the environment. In the following recipe, we
walk through the necessary steps to import an image file and upgrade a host.
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Getting ready

Log in to My VMware portal with the appropriate privileges and download the ESXi image
file.

How to do it...

1. Log in to vCenter and navigate to the Home page. Click on the Update

Manager icon:
vmware: vSphere Web Client  f= 0| Adm
Navigator X {;} Home
4 Back "'Hume"‘

[arore ______________[JESEES

EJl Hosts and Clusters -~

|&] WMs and Templates ﬂ;ﬁ ‘ i S y |;i 5]

H Storage Hosts and Wis and Storage Networking Content Global
Q Networking Clusters Templates Libraries Inventory Lists

Content Libraries

B ey s Operations and Policies
T2

H| el I8 Eg H &

7 Policies and Profiles
@ Update Manager

WV W | W VY W Y v W

- Task Console EventConsole Host Profiles WM Storage Customization Update
Admlmstraﬁon Policies Specification Manager
Manager @
] Tasks e
2 Administration

Update Manager
5 Events —

2. Click on the Manage tab | ESXi Images tab, and then click on Import ESXi
Image..., as depicted in the following screenshot:

vmware' vSphere Web Client  #=

Navigator K &, velvcloudocal o} Actions «
1 Back Getting Started  Monitor ~ Manage
Servers

Seftings | Hosts Baselines | Ws/\As Baselines | Patch Repository | ESX Images elad

Imported ESXi Images
 Import ESX Image.o

ﬁ- ve1.veloud local b
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3. Click on Browse and navigate to the file on the local machine, as depicted in the
following screenshot:

4 velvcloud.local - Import ESXi Image ‘r"t

You can upgrade multiple hosts of different versions simultaneously by using an ESXi image.
Upload only ESX images that you will use. Use the Browse button below to select the ESX image, which you wantto use.
Note: Some files are large and might take several minutes to upload.

ESXi Image: Browse...

File name: No file chosen

C Open @

- S —

uu | | » Libraries » Documents » My Docurments v|¢f|| Search My Docurments p|
Organize « Mew folder == - O I@l
it Favorites — Documents library Amange by: Folder ~

B Desktop My Documents

& Downloads Mame Date modified

=l Recent Places

[ |§VMware—VMvisor-InstaIIer—6.5.U.update01—5969303.x86_64.iso 104302017 2121 &b

PR Desktop
o Libraries
3 Docurnents
= My Documer

Public Dacur
J’-‘ hdusic
| Pirtures ad| < | n | k
File name: Whtware-Whivisor-Installer-6.5.0.updatel; [WinRAR archive V]
[ Open |v] l Cancel l

@ wi] e
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4. Provide a suitable name and click on the Host Upgrade radio button:
[ velwvcloud.local - Hew Baseline k| 3

T

Entera name and select the baselne typs
2 ESXiimage

2zadyto complets Mame Uporade to Updas

Description

Baseline type
Host Patch

Host Edension

applies to ba
baseline

Hext Cance
5. Select the appropriate ESXi image file earlier and click Next:
[§ vel.vcloud.local - New Baseline 2 M
« 1 Name and type EsXiimage
Select an ESXi image to which you wantto upgrade
2 ESXiimage
3 Readyto complete Ifyou do not see the ESXiimage you are locking forin the list, go to the 'ESX Images’ tab to import a new ESXiimage
Marme Fraciuct Wersion “Wendar Build moceptance Level  Creation Date Biassline
ESXi-B.AD0-20... “hiware ESX ... BA5.0 “hivare, Inc. 959303 FPartner FHE2017 600
4 »
Back Next Cancel
=]
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6. Review the settings and click on Finish:

FH wel.vcloud.local - Hew Baseline 7 44

+ 1 Name and type Readyto complete
Review your settings selections before finishing the wizard.
o 2 ESXiimage

¥4 3 Readyto complete Baseline name Upgrade to Update1

Baseline description

Baszeline type Host Upgrade

ESXi image
Marne ES¥i-6.5.0-20170702001-standard
Product Wivtware ESX 6.5.0 Update 1
“ersian B.5.0
“endor “htware, Inc.
Acceptance level Partner

4 »
Back Finish Cancel

7. Select the specific baseline and click on Create baseline, as shown in the
following screenshot:

vmware: vSphere Web Client  #=

Navigator X & velvcloudlocal | (gfActions ~
{ Back Gotting Started  Monitor | Manage
Servers

| Setiings | Hosts Baselines | VMs/A/As Baselines | Patch Repository | ESXi Images '

ﬁ vi 1 veloud local

Im pored ESXi Images

4 Import ESXi Image.. [| [4f Create baseline ]

MamiEe Proguct Warglon Wendor

ESXi-6.5.0-20170...  WMware ESXiE5... B50 Witwara, Inc.

-
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8. Provide an appropriate Name and Description and click OK:

&g vcl.vcloud.local - Create Host Upgrade Baseline

Host Upgrade baselines contain an ESX image that will upgrade ESX
or ESX hosts to the selected version. This applies to basic software.

Mame: Hosth &L |

Description:

ESXiimage details:
Marne
Product
Yersion
“endaor
Build
Acceptance level

Creation date

ESXi-6.5.0-20170702001-standard
Whiware ESKI B.5.0 Update 1
6.5.0

YWhlware, Inc.

4969303

Partner

TBL017 B:00:00 P

| OK || Cancel
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9. Navigate to the target host and click on the Update Manager tab. Click on Attach

Baseline and associate with the newly created baseline, as depicted in the
following screenshot:

&i esxibiga-1.vcloud.local - Attach Baseline or Baseline Group

Individual Baselines

[T§ New HostBaseline...

Mame

Type
w Patch Baselines

[ @ VUM-Patching
[] F@ Non-Critical Host Patches (Predefined)

] ﬁ Critical HostPatches (Predefined)
Exension Baselines

@ Host Patch
@) Haost Patch
) Host Patch

w Upgrade Baselines
[+ [ Host6.5U1

) Host Upgrade
[] FF Upgrade to Update1

) Host Upgrade

| OK || Cancel

10. Click on Scan for Updates... and note that the host is marked as non-compliant:

Q esxibiga-1.vcloud.local @, I 12k | E—a {é}Acnons -

Getting Stated  Summary  Monitor  Configure Permissions  %¥Ms  Datastores  Metworks | Update Manager

Attach Baseline.. ] I Scan for Updates... Stage Patches Remediate...

Last patch scan time 10/28/2017 6:00 PM

Overall compliance status: g MNon-Compliant

J5 Detach Baseline.. ol

Q
Bazeline Type

Compliance Statuz
» Independent baselines

£ Host65U1 @) Host Upgrade & Mon-Compliant
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11. Click on Remediate.... Select the baseline created for the upgrade, as shown in the

following screenshot:

C@ esxi6iga-1.vcloud.local - Remediate

T
WY 1 sclectbaselines Select baselines *
Select baselines to remediate.
[« 2 Selecttargetobjects
v 3 EULA i .
Baseline Groups and Types Baselines
" 4 Advanced options
hame [} -
5 Hostremediation options Baseline Groups Coseine Name
6 Cluster remediation opions Individual Baselines by Type (+) FE HostB.5U1 i ]
Rea (#) Upgrade Baselines
a »
Next Cancel

12. Select the target objects (in this case the ESXi host), as depicted in the following

screenshot:

\‘\g esxifdga-1.vcloud.local - Remediate

« 1 Selectbaselines Select targetobjects

¥ 2 Selecttarget objects

3 EULA
~ 4 Advanced options ] Host Heme
5 Hostremediation options

6 Cluster emediation options

T Ready

1 & Version

[ [ es«iBSga-lvclou.. | Whiware ES.

Select the target objects of your remediation

Q
Patches Extensions Upgrades

Whiware ESXIB.5.0 Update 1

Back Next

Last Patch Scan Ti

107292017 1.

Cancel

13. Accept EULA. Advanced options—you can choose to Schedule this action to
run later or leave unchecked to execute immediately.

14. Leave at the defaults for Host remediation options. Leave at the defaults for
cluster remediation options, since this recipe is intended for a single host

upgrade.
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15. Review the Ready to complete screen and click Finish to initiate the upgrade:

4 esxi6fga-1.vcloud.local - Remediate 7m

3B & In cage of an unsuccessiul upgrade from current ESX) version to the new one, you cannot rall back to your previous ESX
Instance

Generate a report of the current configuration and changes during remediation: | Pre-check Remediation

v

~ 4 Advanced options

" 5 Hostremediation options
W

6 Cluster remediation options

M7 Reaiyo compice |
Baselines
Rerediation type Host remediation
» Upgrade baselines 1
Target Objects
» Hosts 1

Advanced options

Remediation time Irnmediately

Maintenance mode options
Power Of wirtual machines

Retry entering maintenance mode every 5 minutes, 3 retries

Cluster remediation options

Back Finish Cancel

How it works...

In this recipe, we cover in entirety the following steps:

Upload an ESXi image profile to the VUM server.

Create a baseline from the uploaded image.

Attach the baseline to a target host.

Scan the host against the baseline for compliance.

Remediate (upgrade/patch) the host that was non-compliant;

S e

These steps form the crux of VUM capability and workflow with slight variations when
performed against different objects and different download sources.
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Leveraging a VM/VA baseline to remediate a
VM/VA

In this recipe, we will walk through the steps to leverage a VM/VA baseline and use it to
upgrade virtual hardware of a virtual machine.

How to do it...

1. Log in to vCenter and navigate to the target VM. Click on the Update
Manager tab. Click on Attach Baseline... and then click on VM Hardware
Upgrade to Match Host and OK to complete, as shown here:

L4 testvum - Attach Baseline or Baseline Group

Individual Baselines

5 New VWWA Baseline

Pawch Baselines
Exension Baselines
» Upgrade Baselines
[ VAUpgrade ©o Latest (Predefined) © VAUpgrade
7 [& WHardware Upgrade to Makch Host (Predefined) O WWMUpgrade
I3 Wware Tocls Upgrade to Makch Host (Predefined) @ YW Upgrade

. oK Cancel ||
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2. Click on Scan for Updates... and note that object is marked as non-compliant, as

shown here:

& testyum | & [ [0 % 5 | fjActions ~

Getting Started  Surmmary  Monitor  Configure  Permissions  Snapshots  Datastores  Metworks | Update Manager

Atach Baseline... | [ Scan for Updates... | [ Reme
Overall compliance status: @ Non-Compliant Whiware Tools upgrade on power cycle: Mo Last scan time:  10/30/2017 6:00
B v
Bazeline Type Compliance Status

= Independentbaselines

@ VM Hardware Upgrade to Match Host (Predefined) & Mon-Compliant

O M Upgrade

3. Click on Remediate and complete the wizard with default values.
4. Review the Ready to complete screen and click on Finish, as shown in the
following screenshot:

(& testvum - Remediate
p

« 1 Selectbaselines Ready to complete
Review your setings selections before finishing the wizard

" 2 Selecttarget objects
' 3 Schedule Baselines

4 4 Rollback opfions Remediation type WA, remediation
bl 5 Readyto complete » Upgrade baselines 1

Target Objects

[ ET 1
Scheduling
Fowered on s Upgrade immediately
FPowered off vMs Upgrade immediately
Suspended Vs Upgrade immediately

Rollback options

Create snapshot Yes

Retention policy Keep snapshaot for 24 hours

Take memary snapshot Yes

Back Finish Cancel
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5. Once the task is complete, notice that now the target VM is compliant:

@ testun & [ [0 9 5 | {pActions -

Getting Started  Suramary  Monitor  Configure  Permissions  Snapshots  Datastores  MNetworks | Update Manager

Atach Baseline... | | Scan for Updates.. | [
Overall compliance status: + Compliant “Whiware Tools upgrade on power cycle: Mo Last scan time: 10/30/2017 &:00
[
Bazeline Type Compliance Status
w» Independent baselines
& VM Hardware Upgrade to Match Host (Predefined) @ M Upgrade w Compliant

How it works...

VUM allows for virtual machine hardware, tools, and virtual appliance upgrade by creating
the relevant baselines. In the previous recipe, a VM that was imported from a vSphere 5.x
hardware had an older virtual hardware. The predefined baseline validates the virtual
hardware of the virtual machine against the latest available on the host it's currently
registered on. In the previous case, the virtual hardware associated with vSphere 6.x, virtual
hardware version 13 was available. On remediating the VM, we see that the virtual
hardware was upgraded to vHHW 13. The workflow also allows for snapshots of the VM to
be taken as a rollback measure. In addition, the task can be scheduled depending on
business requirements.
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Using vSphere Certificate
Manager Ultility

In this chapter, we will cover the following topics:

¢ Regenerating a new VMCA Root Certificate and replacing all certificates
¢ Generating certificate signing requests with vSphere Certificate Manager
¢ Replacing all certificates with a custom certificate

¢ Reverting the last performed operation by republishing old certificates

¢ Resetting all certificates

Introduction

vSphere components securely communicate through SSL. This ensures security,
compliance, and integrity of the data exchanged across the components. With vSphere 6.x
onwards, most of the certificate management tasks have been natively integrated in the
vSphere Certificate Manager utility, thereby greatly reducing external dependency to
manage certificates. In this chapter, we will discuss the different capabilities and workflows
associated with managing vSphere certificates.
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Regenerating a new VMCA Root Certificate
and replacing all certificates

Typically a new deployment of vCSA incorporates a VMCA-signed certificate for all its
components. In the event that this certificate needs to be replaced/regenerated, perhaps due
to expiry, we will need to initiate the process described in this recipe. Here, we shall
regenerate the VMCA Root Certificate, replace the local machine SSL certificate, and the
local solution user certificates with VMCA-signed certificates.

Getting ready

All the steps in this recipe would be carried out from either an embedded deployment or on
a Platform Services Controller (PSC). Ensure that you have the appropriate access
credentials to the respective systems. In the following recipe, we will perform the steps
from the vCenter Server Appliance with Embedded PSC.

How to do it...

1. Log in to the vCSA. Key in the command shell when prompted, to access the
shell, as shown in the following console output :

: granted to root

2. The vSphere Certificate Manager utility can be invoked by
the/usr/lib/vmware-vmca/bin/certificate-manager command, as shown

in the following command window:
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with

with 7

operation by re-publishing old

3. Typein option 4 to Regenerate a new VMCA Root Certificate and
replace all certificates.

4. Type in N to accept user input to generate the certificates. Provide the username
and credentials, similar to the following screenshot:

Jption[1l

all certif

configure root.
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5. Provide the appropriate input or accept default values as per the requirements
for the organization details and location; here we have proceeded with the
default values:

zonfigure root.cfyg with proper wvalues before pre eding to next step.

Pr s Enter key to skip optional paramwetcers or use Default

Enter proper wvalue for 'Country' [Defaulc

Enter proper wvalue for 'Name' [Default va

Enter proper wvalu for 'Organization' [Defau ralu : VMware]

Enter proper wvalue for 'Orglnit' [Default wvalue : VMware Engineering]
Enter proper walue for . ault wvalue : California]

Enter proper value for ality' [Default : Palo Alto]

6. Similar to the previous inputs, provide the details and type in Y to complete for
the remaining certificates, as shown here:

configure MACHINE _CERT.c with p values hefore proceeding to ne
Enter key €t ional pa

proper e for !'Countrey!

proper 1] for 'Name' [Default

proper e for 'O ion' [Default walue

proper ne for '« it refault wvalue @ VHware Engineering]

proper ue for ’ ue @ Californial

proper 1] for ity refault v e o Alto]

proper e for 'IP

proper E for 'Email’

alid Fully
oud. 1

1l all other

7. Once the certificates are updated, the services are stopped and started, flagging
completion.
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Generating certificate signing requests with
the vSphere Certificate Manager

In certain organizations, for security or compliance reasons, a third-party or external
certificate authority may be required. In such cases, the vSphere Certificate Manager can
enable you to create the appropriate Certificate Signing Requests (CSRs). This can then be
sent to the certificate authority to obtain the appropriate signed certificates. In the following
recipe, we shall walk through the creation of CSRs.

Getting ready

All the steps in this recipe would be carried out from either an embedded deployment or on
a Platform Services Controller (PSC). Ensure that you have the appropriate access
credentials to the respective systems. In the following recipe, we will perform the steps
from the vCenter Server Appliance with Embedded PSC.

How to do it...

1. Log in to the vCSA. Key in the command shell at prompt to access the shell.

2. The vSphere Certificate Manager utility can be invoked by
the/usr/lib/vmware-vmca/bin/certificate-manager command.

3. Choose option 1. Replace Machine SSL certificate with Custom
Certificate:

fusr/s lib/fvmwware—vwea/ hinscertificate-manager

*#*% Welcome to the wiphere 6.0 Certificate Manager

—— Belect Operation ——

1. Beplace Machine 531 certificate with Custom Certificate
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4. Provide the credentials and choose the first option to create the CSR:

user credentiasl to perform certificate operations.

gning Regue s) and K for Machine L certifics

Import o om certifica (2) and keyi=2) to repls exi ng Machine

5. Provide the output directory to store the CSRs, similar to the following
screenshot:

I:I rowv :
Jutput directory path: froot,

7. Choose second option to exit the certificate manager.
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How it works...

A CSR is an application sent to a certificate authority to obtain a digital certificate. It is quite
possible that to maintain certain compliance standards the default certificates may need to
replaced by external certificates. The first step in enabling this process is generating a CSR.
The certificate manager utility derives a CSR based on user input of the attributes of the
entity for which a certificate is requested for.

Replacing all certificates with custom
certificate

As previously discussed, if for specific reasons an external CA needs to be used in the
environment, we would need to obtain the appropriate certificate and replace it across the
components in the vSphere environment. In the following recipe, we replace the machine
SSL certificate with the one obtained from the CA.

Getting ready

A prerequisite for replacing the certificate is to ensure that you have created the CSRs and
sent it to the CA to obtain the signed certificates. You would require the following:

¢ A valid machine SSL custom certificate (* . crt file)

¢ A valid machine SSL custom key (* . key file)
¢ A valid signing certificate for the custom machine certificate

How to do it...

1. Log in to the vCSA. Key in the command shell when prompted to access the
shell.

2. The vSphere Certificate Manager utility can be invoked by the
/usr/lib/vmware-vmca/bin/certificate-manager command.
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3. Choose option 1. Replace Machine SSL Certificates with Custom
Certificate. Choose option 2 and provide the file location of the files obtained
from the CA and continue, as shown in the following console window:

Reverting the last performed operation by
republishing old certificates

In the event that there are issues with certificates populated in the most recent certificate-
related operation, you can revert to the previous state. A backup of the certificates is stored
in BACKUP_Store and can be invoked as required. It is also important to note that this can

only take one step back, that is, undo the last operation.

How to do it...

1. Log in to the vCSA. Key in the command shell when prompted to access the
shell.

2. The vSphere Certificate Manager utility can be invoked by
the/usr/lib/vmware-vmca/bin/certificate-manager command.
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3. Choose option 7. Revert last performed operation by re-publishing
old certificates:

Option[l to 8]:

iwiledged user credential to perform certificate operations.

4. Confirm by typing in Y.

How it works...

Certificates are sensitive in nature and could cause multiple issues if replaced incorrectly.
This is due to the strict compliance needed and the procedure that heavily depends on user
input. There is every possibility that certificates have incorrect entries or errors requiring
the user to be able to rollback. For this reason, an operation is invoked to modify the
certificates and a copy of the current certificate state is stored in a backup repository. This
enables the user to be able to undo the last operation by invoking the utility and restoring it
to the previous state. Caution needs to be exercised as only the last operation can be undone
and not the historical changes.

Resetting all certificates

The certificate manager utility also allows a reset all certificates option that would replace
all existing current vCenter certificates with the those signed by VMCA. This can be used,
typically, as a corrective measure for issues or errors faced while performing certificate
replacement.

This will cause all the custom certificates that are currently in VECS to be
overwritten.
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How to do it...

1. Log in to the vCSA. Key in the command shell when prompted to access the
shell.

2. The vSphere Certificate Manager utility can be invoked by
the/usr/lib/vmware-vmca/bin/certificate-manager command.

3. Choose option 8. Reset All Certificates:

nsing configuration file : Option[¥/ N

uzer credential to perform certificate operations.

11 certifica

4. Confirm by typing in Y.

How it works

The process is similar to the previous recipe of reverting to a previous state; however, we
may need to go back a few steps. While this can be achieved through virtual machine
snapshots, we risk losing other environmental data by going back to specific snapshots.
Hence, there was a specific use case to be able to only undo all certificate-related changes.
The certificate manager utility provides the Reset all Certificates option for this use
case. In essence, all existing certificates are replaced by VMCA-signed certificates, similar to
the way the components were originally deployed.
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Using vSphere Management
Assistant

In this chapter, we will cover the following recipes:

¢ Deploying the vMA appliance

¢ Preparing VMware vMA for first use

e Configuring VMware vMA to join an existing domain

¢ Adding vCenter to vMA with AD authentication

¢ Adding vCenter to vMA with fastpass (fpauth) authentication
¢ Adding an ESXi host to vMA

¢ Reconfiguring an added target server

e Running CLI commands on target servers

Introduction

vSphere Management Assistant (vMA) is a Linux appliance that enables remote
management of your vSphere environment via its command-line interface. The tool does
not offer a graphical user interface. It was originally developed to replace the service
console to run scripts or agents that are programmed to interact with the vSphere hosts. It
comes packaged with vSphere CLI and the Perl SDK. vSphere CLI shouldn't be confused
with vSphere PowerCLI. While vSphere CLI is a bundle of Linux commands that can
interact with the vSphere hosts, the latter is a Windows PowerShell plugin and executes
PowerShell cmdlets.
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It's also important to note that 6.5 is the last release of vSphere Management Assistant, since
it's being deprecated. In this chapter, we will learn how to deploy and configure the
appliance for use with vSphere environments.

Deploying the vMA appliance

vMA appliance deployment comprises of the following steps:

1. Download the appliance from the portal. Extract the files.
2. Deploy via the vSphere Web Client onto an ESXi host.

Getting ready

The vMA appliance will be deployed as an appliance on an ESXi server. It is a single virtual
machine appliance. The ZIP bundle containing the OVF and the related files can be
downloaded from the My VMware portal at https://code.vmware.com/tool/vma/6.5 .
Once the files are downloaded, extract the files.

How to do it...

The following procedure will help you deploy the vMA appliance using the vSphere Web
Client interface:

1. At the vSphere Web Client interface's inventory Home, navigate to Hosts and
Clusters. Right-click on the ESXi cluster and then click on Deploy OVF
Template....

2. In the Deploy OVF Template wizard, select the Local file option and then click
on the Browse... button.

3. Select all the files from the extracted location and then click on Next to validate
the file and continue with the wizard, as shown here:
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¥4 Deploy OVF Template (2) »

WY 1 Selecttemplate Selecttemplate

Selectan OVF template.

2 Selectname and location

3 Selecta resource Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your compute
such as alocal hard drive, a network share, or a CD/DVD drive.

4 Review details

5 Selectstorage O URL

6 Readyto complete ‘

(o) Local file

[ Browse... | 4 file(s) selected, click Next to validate

Ay Use multiple selection to select all the files associated with an OVF template (.ovf, .vmdk, etc.)

>

Next Cancel
4. Provide a unique name for the appliance. Choose a host or cluster to host the
appliance and review the details, as shown here:
## Deploy OVF Template Z) »

+ 1 Selecttemplate Selecta resource
Select where fo run the deployed template.
v 2 Selectname and location

Fier | Browse |

4 Review details

Select a host or cluster or resource pool or vapp.
w [y TestDC
6 Readyto complete « [ Test Cluster
@ esxififga-2 veloud.local
[g esxi65ga-3.veloud local

5 Selectstorage

Back Next Cancel
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Preparing VMware vMA for first use

5. Choose a datastore to store the appliance. Choose an appropriate network (to
connect with the hosts and vCenter).

6. Review the inputs provided for accuracy, as shown here, and click on Finish:

¥4 Deploy OVF Template

43

L

=1}

AL O O O T U 4

2

Selecttemplate
Selectname and location
Selecta resource

Review details

Acceptlicense agreements

Selectstorage
Select networks

Customize template

M o Reoiyocompice ]

Ready to complete
Review configuration data.

-

-

-

Mame

Source W narme
Download size
Size on disk
Datacenter
Resource
Storage mapping
Metwork mapping

IF allocation settings

Froperties

Back

whiA-6.5.0.0-4569350_0WF10

whils-6.5.0 0-4569350_0WE10

GE4.1 MB

3.0GH

TestDC
esxifaga-1.veloud local
1

1

IPvd, DHCF

DME servers = null
Gateway = null
Metmask = null
Metwaork 1 IP Address =

Finish

After vMA is deployed, it will need to go through a few initial configuration steps before
you can begin using it. The configuration is done at the appliance's guest operating system

level:

The vMA appliance runs SUSE Linux Enterprise Server (SLES) 11 SP3 as
the guest operating system.
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1. Power on the vMA VM and wait for the VM to boot up and display the network
configuration main menu, as shown in the following screenshot:

vMA-6.5.0.0-4569350_OVF10 Enforce US Keyboard Layout Send Ctri+Alt+Delete

Initializing random number generator done
UMuare vmci dri done
UMuare vmmernct] d r: done
Starting UMware Tools guest operating system daemon: done

arting UGAuth daemon: done

Starting vmware-vifpd: done

Starting vmMware-vm
Verif A UUID
Uerifying vMA UUID in firstboot

Updating ctl configuration ...
Starting network configuration

Show Cu nt Configuration roll with Shift-PgUp/PgDowun)
Exit this program
Default Gateway
Hostname
DNS
Proxy Serwver
6) IP Addr Allocation for eth@
Enter a menu number [B]: _

2. Enter 0 to check the current configuration and note that no information is
populated yet and the appliance needs to be configured, as shown here:

Network Configuration for ethB
IPuv4 Address:
Netmask:

ddress:

Global Configuration

IPv4 Gateway:

IPvb Gateway:

Hostn : localhost
DNS S

Proxy
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3. Enter 6 to select IP Address Allocation for eth0 and supply the static
configuration or choose DHCP:

Main Menu

Show Current Configuration (scroll with Shift-PgUp/PgDown)
Exit this program

Default Gateway

Hostname

DNS

Proxy Server

IP Address Allocation for eth@

Enter a menu number [B]1: 6
Type Ctrl-C to go back to the Main Menu

Configure an IPUb address for ethB8? ysn [nl: n

Configure an IPv4 address for eth8? ys/n [nl: y
Use a DHCPv4 Server instead of a static IPv4 address? y/mn [nl: y

IPv4 Address: AUTOMATIC
etmask: AUTOMATIC

Is this correct? y/n [yl:

4. Enter Y to confirm the configuration; this would apply the network configuration
to the etho0 interface.
5. Enter 0 to validate and confirm successful configuration, as shown here:

Network Configuration for
IPv4 Address: 192.
Netmask: 255.255. 255
IPvb Address:

Prefix:

Global Configuration

[Pvd Gateway: 192.168.18. 1

IPvb Gateway:

Hostname: localhost. localdom

DNS 5 : 192.168.18.2, 18.187.1.118

PFUZy aBrver .

6. Enter 1 to choose to exit the network configuration.
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7. Set the password for the vi-admin user by keying in the default password
vmware to something user-specific:

Starting password configuration

The root & ount is disabled in th vMA virtual machine, which means no one can
admin rator account for A is called "vi-admin"™. In

This user has be pre

a secure

log in as root. The

r to log 1 to VMA, you need to log in as th .
ted in the VMA, and its password needs to be set now. Please enter

Wword for the account now.

2 provide a ssword for the vi user. If you are prompted for an

enter umMu

8. On completion, log in to the appliance through a browser with the IP details:

vSphere Management Assistant (vMA) - 6.5.0.0 Build 4569350

To manage this VUM brouwse to https:,-192.168.18.200:5480~

Use Arrow Keys to navigate
Set Timezone (Current:UTC) and <ENTER> to select your choice.

faLog in

How it works...

Once the appliance has been configured for first use, you can perform various operations
from the console of the appliance and its management home page. The vMA appliance can
connect over the network to the vCenter and ESXi hosts through port 5480 and can run
various commands/operations to either retrieve information or make modifications.
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Configuring VMware vMA to join an existing
domain

VMware vMA can be configured to join an Active Directory domain and subsequently use
an AD user to log in to the appliance and run the remote commands against the targets.
This allows for scalable access control and delegation to a wider user base in comparison to
local user management.

How to do it...

The following procedure will guide you through the steps required to configure vMA to
join an existing Active Directory domain:

1. Log in to the vMA console or SSH to it as the vi-admin user. Issue the following
command to add the vMA appliance to the domain:

Syntax: sudo domainjoin-cli join <domain—-name> <domain-admin-user>
Example: sudo domainjoin-cli join vecloud.local administrator

admink 1o
Joining to
With Computer DIE

ur
fi .
appli

2. You can further confirm that the task is successful by querying the status by
executing the sudo domainjoin-cli query command and observe if the

output reflects the appropriate domain, as shown here:

sudo domainjoin-cli gquery

omputers, Do=voloud, DC=1local
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Adding vCenter to vMA with AD
authentication

You can add vCenter servers to vMA with AD authentication. This is considered to be
more secure than the default fastpass authentication, which maintains a local cache of the
credentials.

How to do it...

The following procedure explains how to add the vCenter server to the vMA by using AD
authentication:

1. Log in to the vMA console or SSH as vi-admin. Now, issue the following
command:

vifp addserver <vCenter> —--authpolicy adauth —--username
<domain>\\<domain admin>

or

vifp addserver <vCenter> —--authpolicy adauth —--username
<domainuser>@<domain>

Examples:

vifp addserver vcl.vcloud.local —--authpolicy adauth —-—-username
administrator@vcloud. local

2. Issue the vifp listservers to verify that the server has been added, as
demonstrated in the following screenshot:

wi—adminf localhosti~> wifp listserwers

wel.owoloud. local vizenter 6.5.0 4p02537

We can observe from the screenshot that the vCenter has been added and the version
details have been displayed.

How it works...

VvMA authenticates and adds the vCenter to its fold of servers maintained. Once this is
done, all commands can be executed against the hosts managed by vCenter without
providing the host credentials. In other words, vCenter becomes a proxy for the hosts and
provides a seamless platform to remote CLI management.
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Adding vCenter to vMA with fastpass
(fpauth) authentication

You can add vCenter servers to vMA using the standard fastpass authentication. This
method provides a mechanism to cache the target server credentials on the vMA machine,
so that you don't have to authenticate every time you execute a command against the target
server.

Getting ready

The domain user or its AD group should be assigned at least a read-only role at the target
vCenter server.

How to do it...

The following procedure will take you through the steps required to add a vCenter to vMA
by using the fastpass authentication:

1. Log in to the vMA console or SSH as the vi-admin user. Now, issue the
following command:

vifp addserver <vCenter hostname/ip address> —-authpolicy fpauth
Example:
vifp addserver vcl.vcloud.local —--authpolicy fpauth

2. Issue the vifp listservers command to verify that the server has been added,
as shown in the following console screenshot:
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How it works...

Unlike AD authentication, the fastpass mechanism stores the username and password
information in the local credential store. As observed in the preceding screenshot, it is
indeed a security risk. The information is stored in /home/vi-
admin/vmware/credstore/vmacredentials.xml.

Adding an ESXi host to vMA

Instead of adding a vCenter server to vMA, it is possible to add just the individual ESXi
hosts. This is particularly useful if a single vCenter is used to manage multiple data centers
and you do not want to expose all the ESXi hosts managed by the vCenter to the vMA
appliance.

How to do it...

The following procedure will take you through the steps required to add a vCenter to vMA
by using the fastpass authentication:

1. Log in to the vMA console or SSH as the vi-admin user. Now, issue the
following command:

vifp addserver <ESXi hostname/ip address> —--authpolicy fpauth
Example:
vifp addserver esxi65vcl.vcloud.local —--authpolicy fpauth

2. Issuethe vifp listservers -1 command to verify that the server has been
added, as shown in the following console screenshot:

:xwiobga-2 . woloud. local —-—authpolicy frauth
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How it works...

Adding host to vMA works with a similar syntax as the vCenter; however, instead of
prompting for a username to authenticate with, it defaults to the root user for
authentication and then creates the vi-admin user on the target server for subsequent
authentication attempts.

Changing the authentication policy

If the fastpass authentication does not comply with the security requirements, you can
change the authentication mode to AD-based authentication. In this recipe, we shall walk
through the steps to re-configure the authentication policy from one to another.

How to do it...

The following procedure will help you change the authentication policy of a target that has
already been added to vMA:

1. Issue the following command:
vifp reconfigure <servername> —-—authpolicy adauth
Example:

vifp reconfigure esxi6é5ga-1l.vcloud.local —-—authpolicy adauth

2. Note that the host esxi65ga-1.vcloud. local authentication mode now
depicts a adauth from fpauth, as shown in the following screenshot:

7 adauth

Running CLI commands on target servers

In this recipe, we will learn how to issue commands on the added target vCenter Servers or
ESXi hosts.
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How to do it...

The following procedures explain how to set a target server and issue direct commands to
it. We will discuss all three methods.

Method 1 — Issuing commands on the default target

Follow these steps to issue commands on the default target:
1. Set the intended server as the default target for all commands:
Syntax:
vifptarget -s <servername>
Example:

vifptarget -s esxi65ga-1.vcloud.local

2. Issue the CLI commands, as you would at an ESXi host's console, as depicted
here:

esxcli system version get

211 system wersion get

Enter userhnamne: root

Method 2 - Issuing commands by specifying a target
server

The following are the steps required to issue commands by specifying a target server:
1. Issue the command specifying the server name:

Example:
esxcli —-server esxi6bSga-1.vcloud.local iscsi adapter list
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2. Supply the username and password when prompted to obtain results, as shown
in the following console output:

Method 3 - Issuing commands against a vCenter added
as the target

Perform the following steps to issue commands against a vCenter added as the target:
1. Issue the command specifying the vCenter server and ESXi server:
esxcli —--server <VC_server> —-vihost <esx_host> system version get
Example:
esxcli —--server vcl.vcloud.local --vihost esxi65ga-1l1.vcloud.local

system version get

2. Supply the vCenter credentials to obtain the output, as depicted here:

loud. local —-wvihost : Rt ud. loca e version get

3. This method will only prompt you for the vCenter's username and password. It
will not prompt you for the ESXi host's root password.
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Performance Monitoring in a
vSphere Environment

In this chapter, we will cover the following recipes:

¢ Using esxtop to monitor performance
¢ Exporting and importing esxtop configurations
e Running esxtop in the batch mode

Gathering VM /O statistics using vscsiStats

Using vCenter performance graphs

Introduction

Any vSphere infrastructure, once deployed, needs to be monitored for performance during
its life cycle. Continuous monitoring helps configure the infrastructure in a manner that
maintains optimum performance to meet the business needs, which can bring cost savings.
There are several methods and tools available, such as vRealize Operations Manager
(VROPS), which aids in performance monitoring. Unlike other monitoring tools, vROPS
does what VMware calls predictive analysis and dynamic thresholding. It learns what is
normal in an environment over time and provides recommendations, facilitates capacity
planning, and allows policy-based automation. It can also monitor/manage environments. It
is the tool that most infrastructures want to use to be efficient in IT operations.
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This chapter primarily concentrates on native utilities embedded on the host and vCenter,
such as esxtop, vscsiStats, and vCenter's performance charts. We shall introduce you to the
tools that can be used in a vSphere environment to collect and review performance data.

Using esxtop to monitor performance

The esxtop command line can be used to monitor the CPU, memory, storage, and network
performance metrics. The default output of this tool can further be customized to display
the information you need. The esxtop tool has two operating modes— the interactive
(default) mode and batch mode. In the interactive mode, the screen output of the tool can be
changed based on what or how much information you would like to view and in the batch
mode you can collect and save the performance data onto a file.

Getting ready

In order to run esxtop and view the output, you would need to connect to the ESXi host
through an SSH client. Alternatively, you may also connect through a remote console;
however, for better usability (copy, paste, logging, and so on), an SSH client is preferred.

How to do it...

The following procedure will help you run esxtop and switch between different modes:

1. Connect to the console of the ESXi host through SSH or a remote console
2. Once you are at the CLI of the host, type esxtop and hit Enter to bring up the
default interactive mode output

The following table will provide you with a basic list of keys to switch between the various
statistics modes the tools can be in:

Key |Statistics mode

c CPU statistics

i Interrupt vector information
m Memory statistics

n Network statistics
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d Disk/storage metrics

u Storage device-specific metrics

v VM-specific storage information

p Power management configuration and utilization information
X VSAN-specific metric information

The previous table is a list is the primary metrics of each of the component, which can then
further have categorizations. The list of interactive commands can be displayed by keying-
in h, as depicted in the following screenshot:

it any key to continue:
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Furthermore, for each component, there could be fields added or removed based on
requirements. For instance, the CPU statistics view can be modified to included power stats.
This will prove to be particularly helpful if the power management settings of the hardware
may be affecting the performance of the workloads. In the following screenshot, we
explicitly include the power stats to be displayed:

Exporting and importing esxtop
configurations

All the output customization that is done during the interactive mode is lost the moment
you exit the tool. You do have the option of exporting the output configuration to a file and
re-importing the configuration to avoid spending time customizing the column output
again.

How to do it...

To export the esxtop configuration to a file, first launch esxtop, customize the output as
required, hit the W key by shifting to uppercase, specify a directory path to save the
configuration file, and then hit Enter, as demonstrated in the following screenshot:
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@ esxib5ga-lvcloud.local - PuTTY

it}

In the previous example, we have created the esxtopcfq file. In subsequent attempts, you
can initiate esxtop with the custom template with the following command:

Syntax:
# esxtop -c <filename>Example # esxtop -c /tmp/esxtopcfg

How it works...

The default configuration file that is used by esxtop is //.esxtop50rc . To customize for
different use cases, we modify the display of esxtop and store it in an alternate location.

Running esxtop in the batch mode

As opposed to the interactive mode, for intermittent issues, you would most often want to
target a specific time range and collect the statistics for a deeper introspection. Thus, you
would invoke a batch mode or replay mode of data collection that can store snapshots of
various metrics at every instance.

Getting ready

We need access to the ESXi CLI via the console or SSH. You need to plan the duration to be
captured and the number of performance snapshots needed. Based on the volume of data,
ensure appropriate disk space is available to store the collected data.
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How to do it...
To run esxtop in batch mode, connect to the ESXi host's CLI and run the following

command:

# esxtop —a -d <delay> -n <iterations> > exportfilename

Example:
# esxtop —a -d 10 -n 50 >perfstats.csv

Switch | Effect
-a This will gather all the esxtop statistics

-d This inserts a delay (in seconds) between every performance snapshot

-n This is used to specify the number of snapshot iterations that have to be collected

How it works...

Once exported, the comma-separated values can be viewed in Microsoft Excel, or can be
imported into Windows Performance Monitor for analysis.

Gathering VM |/O statistics using vscsiStats

The vscsiStats tools is used to gather the I/O statistics of a VM at a per-virtual-disk (vimdk)
level. It can collect statistics such as the number of outstanding I/Os, size of the I/Os, and

seek distance and latency.

Getting ready

You will need access to the ESXi CLI via the console or SSH. Also, make note of the world
IDs corresponding to the VMs that you would like to fetch the statistics for. The esxcli vm
process list will list all the running VMs with their world IDs.
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How to do it...

To fetch the I/O statistics corresponding to a VM, you will need to find the wor1dGroupID
corresponding to the VM. This is achieved by issuing the following command:

# vscsiStats -1

Once the wor1dGroupID is obtained, we can execute the following command to fetch the
statistics:

vscsiStats -s -w <worldGroupID of the virtual machine>
Example:
# vscsiStats -s -w 223557

The following screenshot depicts the output that is expected :

The command will start a collection against every disk (vimdk or rdm) associated with the
VM. The collection will continue to run for 30 minutes from the time it was started, unless
you choose to stop it by using the vscsistats -x command. Once the collection is
complete or stopped, you can view the data gathered by the collection, based on the
histogram type you need. The following are the histogram types that are available:

Histogram type Description

all All statistics

ioLength Size of the I/O

Logical blocks; the disk head must move before a read/write operation can

seekDistance
be performed

outstandingIOs [ Number of I/O operations queued

latency I/O latency

Interarrival Time gap between the VM disk commands (in microseconds)
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The following command syntax can be used:

Syntax:

# vscsiStats -w <worldGroupID> —-printhistos <histogram type> -c <output
Csv>

Example:

# vscsiStats -w 223557 --printhistos outstandingIOs -c scsi.csv

Using vCenter performance graphs

For the more convenient option to review performance data, vCenter captures performance
data and depicts the output in forms of graphs. Although this may not provide the same
level of flexibility and detail as esxtop, this serves the purpose for a high-level overview.

Getting ready

You will need access to vCenter with a role that has the permission to view and modify
performance charts.

How to do it...

To be able to view the performance charts, have a look at the following steps:

1. Connect to the vCenter server and select an object/hierarchy you want to monitor
performance for. Navigate to Monitor | Performance to bring up the
performance Overview or Advanced view.
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2. Performance charts can be pulled against a vCenter instance, a data center, a
cluster, an ESXi host, or a VM. In the following screenshot, we look into the host
CPU's past day performance:
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The Advanced view displays real-time data

3. By default, the real-time CPU data is displayed. You can switch between the
different metrics available by using the dropdown at the top-right-hand corner of

the chart.
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4. You can change the chart options to customize the charts in terms of the metrics,
timespan, chart type, and counters to be included. From the Advanced view, just

click on the Chart Options hyperlink to bring up the options:
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The graph refreshes every 20 seconds.
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Time

How it works...

vCenter performance graphs collect data using collection intervals. vCenter uses four
default intervals, namely a day, a week, a month, and a year. A collection interval defines
the amount of time the performance data has to be stored in vCenter's database. Only the
data for the collection intervals is saved in the database. In other words, the real-time
performance data will not be saved. Every collection interval has a corresponding collection
frequency. For example, the default collection interval frequencies are 5 minutes for a day,
30 minutes for a week, 2 hours for a month, and 1 day for a year.

vCenter performance charts support the following different chart types:

e Line charts

e Bar charts

e Pie charts

e Stacked charts
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